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Media Operations Overview
In This Chapter

In This Chapter

Media Operations Manager is a graphical management interface for the
HP OpenView Storage Data Protector Media Operations product and
provides the ability to remotely configure, monitor, and run your media
vaulting and scratch media policies.

The HP Media Operations User’s Guide describes how to configure
and use the Media Operations product. Before you can configure
Media Operations, it must be properly installed. See “Installing and
Licensing” on page A-187.

This chapter consists of the following topics:
“Audience for This Manual” on page 3
“Media Operations Concepts” on page 4
“Environmental Requirements” on page 11

“Key Media Operations Features and Benefits” on page 14
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Audience for This Manual

Audience for This Manual

This manual is intended for network administrators responsible for
maintaining and backing up systems. There are four levels of
administrators with varying security/access levels:

= top-level administrator

= site-level administrator

= super operator-level administrator
= operator-level administrator

See “Security Management” on page 78 for a detailed description of
administrators and their functions.
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Media Operations Concepts

HP OpenView Storage Data Protector Media Operations is a software
product that provides tracking and management of offline storage media,
such as magnetic tapes, resulting in more reliable backups, faster data
recovery, improved staff efficiency, and reduced costs. Unlike homegrown
tools, Media Operations offers a professional solution for IT operations
that manages thousands of removable media. It tracks all media,
whether online, offline or offsite, ensuring vital data is never lost. Data
retention and media recycling policies are enforced for assured service
guality. To guarantee backup success, Media Operations monitors media
qguality and preloads libraries with the required number of scratch tapes.

Unlike competing products, Media Operations maximizes the
effectiveness of media procedures by creating daily task lists, organizing
tapes for logical data center walk-throughs, and enabling operator
control of tape libraries, barcode scanners, and media label printers.

Media Lifecycle

Media Operations is designed to allow management of the end-to-end
lifecycle of a physical piece of removable medium (see Figure 1-1 on
page 5). This lifecycle does not include the lifecycle of the data held on
the medium; this is the responsibility of the Backup Manager that wrote
the data to the medium. The Media Operations product scope does not
overlap with the data retention policies managed by the Backup
Manager. The scope of the physical media lifecycle includes:

= Moving live media from backup/restore devices (tape libraries and
standalone tape drives) to onsite or offsite tape vaults for disaster
protection.

= Moving scratch media from scratch bins into backup/restore devices
to provide usable media for upcoming backup jobs. The scratch media
in the scratch bins are generated by returning expired media from the
tape vaults back to the scratch bins and by creating new scratch
media as needed.

= Moving live media from onsite or offsite tape vaults to backup/restore
devices to meet recovery requests.

4 Chapter 1
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Figure 1-1 Media Lifecycle

Moving scratch media to
devices for new backups

Moving live media to vault
storage for DR protection

Filling scratch bins with new
scratch media or expired media

Returning media from vaults
to devices for restore jobs

Initialize new
scratch media
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Backup Manager Integration
Media Operations integrates with the Backup Manager in two ways:

= Integration between Media Operations and the Backup Manager via
the XML Gateway

= Integration via XML file import

Media Operations uses these Backup Manager integration interfaces to
extract configuration information from the Backup Manager, which
autoconfigures devices, media pools, systems, and backup specifications.
In addition, it extracts current media information. The XML Gateway
interface also allows Media Operations to trigger barcode and media
scans in any of the Backup Server’s tape libraries/devices. This ensures
the up-to-date information is available on the current contents of these
devices. It uses library mail slots to move media into and out of the
library.

Integration via XML Gateway

Media Operations provides an integration interface called the XML
Gateway that links Media Operations directly with supported Backup
Managers (such as HP OpenView Storage Data Protector or VERITAS
NetBackup). This type of interface provides the fastest response time,
because it is a request-response type of interface rather than polling. It
does not require any complex communication path setup, because it runs
over a standard HTTPS connection, which normally passes through
firewalls without any special configuration.

Media Operations specifies which Backup Manager to connect to and
specifies all required security parameters; therefore, the XML Gateway
does not require any configuration.

If the XML Gateway supports remote connectivity, you can install the
XML Gateway directly on the Backup Manager (such as the HP
OpenView Storage Data Protector Cell Manager) as well as onto the
Media Operations Server or another server.

Communication between the XML Gateway and Data Protector does not
normally pass through firewalls, so the XML Gateway running on the
Media Operations Server or another server can only communicate with a
Backup Manager within the same firewall zone.

If the XML Gateway and Data Protector Cell Manager are behind a
firewall, the Media Operations Server must communicate with the XML

6 Chapter 1
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Gateway by passing requests on to the XML Gateway via a Proxy Server
(such as SOCKS).

Figure 1-2

The following diagram shows the various deployment options for the
XML Gateway with a Media Operations Server managing media from
multiple site locations (each site with its own firewall).

Media Operations Deployment Options with Data Protector
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VERITAS NetBackup master server commands must be executed locally
on the master system. Because of this, the XML Gateway must be
installed on the VERITAS NetBackup master server’s system.

If the XML Gateway does not support remote connectivity, you can only
install off the Backup Manager and nowhere else.

Integration via XML File Import

Media Operations supports an alternative interface method (see
“External Interfaces” on page B-199) that allows integration with other
types of Backup Servers that are not supported by the XML Gateway.
This file-import interface uses files formatted in HTTP/XML protocol.

= Backup/Restore Device Information file

= Media Pool Information file

= Backup Specification Information file

= Backup Manager Configuration Information file
= Media Information file

e Used Media Information file

Components

The following diagram shows the major components of the Media
Operations product, including:

= Media Operations Server: The server is the core component of the
Media Operations solution and contains the database that stores the
various data objects (devices, media pools, media, and so on) and their
attributes. In addition, it contains all of the business logic to process
the administrator-defined vaulting and scratch policies, and convert
these into lists of tape movements to be performed. All scheduling
and service level agreement (SLA) monitoring functions are also
contained in the server.

< Media Operations Manager Systems: The client graphical user
interface (GUI) provides administrative and user functions remotely
from the server. Windows-based and web-based versions of the GUI
are available for day-to-day operations. The Media Operations
Manager also provides the ability to attach a barcode scanner to the
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Figure 1-3

Web-Based
Gui

Windows-Based

Media Operations Overview
Media Operations Concepts

client system in order to input barcodes from large numbers of media
as they are moved from physical location to physical location.

XML Gateway: A component that provides tight integration between
Media Operations and Backup Managers. For Media Operations 5.5,
the XML Gateway supports HP OpenView Storage Data Protector
5.5, 5.1, 5.0 and its predecessor HP OpenView Omniback 4.1.
VERITAS NetBackup 4.5 is also supported.An XML file import
interface is provided to facilitate integration of Backup Managers not
currently supported by the XML Gateway.

Backup Manager: After installing the Media Operations software
on the Media Operations Server System, you can track media from a
variety of Backup Managers. A Backup Manager is the product that
controls backup functions (such as HP OpenView Storage Data
Protector). Media Operations interacts with Backup Managers to
track and provide for medium use.

Components

HITP/ XML

Gui

User Interface

Media Operations provides graphical user interfaces (GUIs) that are
available from the client system (Windows client) and from the internet
(web client).

Windows Client

The graphical user interface is provided for Microsoft Windows 98, NT,
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and 2000 platforms.

Through its graphical user interface, Media Operations allows you to
administer your complete media lifecycle environment from a single
system. Your interface does not have to be used from the Server System;
you can install it on your desktop system.

For ease of operation, you can install the GUI on various systems,
allowing multiple users to access Media Operations via their locally
installed consoles.

Web Client

In addition to the Windows-based graphical user interface, a web-based
GUI is available. The web client provides operator functions only. Site
configuration functions must be performed from the Windows client.

10 Chapter 1
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Environmental Requirements

The following environmental requirements are described in this section:

“Platform Support” on page 11

“Barcode Scanner Support” on page 11

“Barcode Printer Support” on page 12

“Offsite Vendor Support” on page 12

“Supported Languages” on page 13

Platform Support

Table 1-1

Host

Operating System Platforms

Supported Processor Platforms

Media Operations Server

Windows NT (service pack 6 or above)
Windows/2000 Advanced Server
Windows 2003

Intel, AMD, 1A-32 systems
Intel, AMD, 1A-32 systems
Intel, AMD, 1A-32 systems

XML Gateway

HP/UX v11.x and above

Windows NT (service pack 6 or above)
Windows/2000 Server and Advanced Server
Windows 2003

Solaris v7, v8 and v9

PA-RISC systems
Intel, AMD, 1A-32 systems

SPARC systems

Media Operations Manager

Windows/98 (2nd edition)

Windows/NT Workstation (service pack 6 or above)
Windows/2000 Professional

Windows 2003

Windows/XP

Intel, AMD, 1A-32 systems
Intel, AMD, 1A-32 systems
Intel, AMD, 1A-32 systems
Intel, AMD, 1A-32 systems
Intel, AMD, 1A-32 systems

Media Operations web client

Internet Explorer v5.x and above
Netscape Navigator v7.0 and above

Intel, AMD, 1A-32 systems
Intel, AMD, 1A-32 systems
and PA-RISC systems

Barcode Scanner Support

The Media Operations Server supports any barcode scanner that
behaves like a keyboard and emulates Ent er (not carriage return) after
scanning.

Chapter 1
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Barcode Printer Support

The Media Operations Server supports the following barcode label
printer models. These barcode label printer models are also supported
when attached to a supported Media Operations Manager (see Table 1-1
on page 11).

= any Zebra 300dpi label printer

The Media Operations Server supports the following tape libraries for
use with the barcode labels it prints: (Other libraries are not supported.)

= HP SureStore 2/20, 4/40, 6/60, 10/100, 6/140, 10/180, and 20/700
libraries

< HP StorageWorks SSL, MSL, and ESL libraries

See “Defining Barcode Labeling Policies” on page 98 for more
information regarding barcode support.

Offsite Vendor Support

Media Operations supports electronic links to offsite vendors. This
electronic link allows Media Operations to send electronic verification of
media being shipped to offsite storage and also provides electronic
requests to return media from offsite storage to the data center (such as
for recovery jobs). This provides a more reliable link to the offsite vendor
than tracking media in and out of vendor storage via paper lists.

You have the ability to add your own offsite storage vendors and accounts
manually, and then select these custom offsite locations as part of the
media vaulting policies.

There are three offsite vendor types:

= Media Operations: A Media Operations vendor type is used when
the offsite vendor is using Media Operations to manage their offsite
media storage. The electronic link is between your Media Operations
Server and the offsite vendor's Media Operations Server.

= Generic: A generic vendor type is used for all other non-Media
Operations vendors, including offsite vendors that have their own
proprietary electronic link interface. When configuring offsite
accounts for such an offsite vendor, you can write scripts to take
information from Media Operations and convert it to your offsite
vendors electronic link protocol.

12 Chapter 1
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= Iron Mountain: An Iron Mountain vendor type is used when the
offsite vendor is using Iron Mountain to manage their offsite media
storage.

Supported Languages

Media Operations Clients and Servers in languages that use Western
European character sets (such as I1SO extended ASCII) can communicate
with one another with no issues. Media Operations Clients and Servers
in languages that use double-byte character sets (for Media Operations
3.0, only SJIS (Japanese) and EUC-KR (Korean) are supported) can
communicate successfully only with another Media Operations
installation using the same character set. This means Japanese clients
must link to Japanese servers, Korean to Korean, and so on.

Client/Server

Client Locale

Server Locale

Shift JIS (Japanese)

Shift JIS (Japanese)

EUC-KR (Korean)

EUC-KR (Korean)

Western/US

Western/US

The following matrix applies to intersite transfers between two Media
Operations Servers where one server acts as an offsite location to the

other server.

Server-to-Server Transfer Support Matrix

Source

Destination

Shift JIS (Japanese)

Shift JIS (Japanese)

EUC-KR (Korean)

EUC-KR (Korean)

Western/US Western/US
Western/US Shift JIS (Japanese)
Western/US EUC-KR (Korean)

Chapter 1
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Key Media Operations Features and Benefits

Controllable

Efficient:

= creates daily task lists and organizes tapes for logical data center
walk-throughs

= empowers operator control of removable backup devices for tape loads
and ejects

= automates data exchange with backup applications, offsite vaulting
services, and removable media suppliers

= supports barcode scanners and media label printing

Affordable:

= eliminates the cost of supporting homegrown tools for less than 3% of
your total media bill

Resilient

Available:
= accurately tracks all media regardless of location

Recoverable:

= enforces data retention and media recycling policies

= ensures backup completion through library preloads
Extensible

Scalable:

= tracks from tens to hundreds of thousands of individual pieces of
medium
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Flexible:

= works with HP OpenView Storage Data Protector and other leading
backup and recovery applications

Chapter 1 15
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Getting Started Using Media Operations
Chapter Overview

Chapter Overview
= First properly install the Media Operations software. See “Installing
and Licensing” on page A-187.

This chapter helps you get started using Media Operations by describing
the steps required to begin using the Media Operations Server. This
chapter describes a few key areas to get you started:

= “Connecting to a Server” on page 19

= “Logging On to Media Operations” on page 20

= “Adding Sites and Backup Managers” on page 22
= “Editing an Existing Site” on page 43

= “Editing a Backup Manager” on page 63

18 Chapter 2
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Using Media Operations

Using Media Operations

Connecting to a Server

To launch the Media Operations Manager, double-click the Medi a

(per ati ons Manager icon that is now on your desktop. You will see the
4D Server Connecti on screen containing three tabs (see Figure 2-1 on
page 20):

Recent Tab

The Recent tab lists all the Media Operations Servers used recently. The
list is sorted alphabetically. To connect to a server from this list,
double-click its name, or select it and click OK.

To remove a server from the list, select it and press Del et e or
Backspace.

TCP/IP Tab

The Media Operations Server includes a built-in TCP/IP broadcasting
system that publishes the name of the server databases over the
network. These names are listed under the TCP/ | P tab.

The list is sorted alphabetically. To connect to a server from this list,
double-click its name, or select it and click OK.

Custom Tab

The Cust omtab allows you to assign a published server on the network
using its IP address and attribute a customized name to it.

If your Media Operations Manager is in a different network subnet from
the Media Operations Server, your network router connecting the two
subnets may be configured to block TCP/IP broadcasts. In this case, the
Media Operations Server name will not appear under the TCP/ | P tab on
the client side. However, if you know the IP address of the server whose
name is not broadcast, you can type its IP address.

< Dat abase name — lets you define the name of the server database,
which is used under the Recent tab when referring to the database.

< Network address — lets you type the IP address of the machine

Chapter 2 19
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Figure 2-1

Getting Started Using Media Operations
Using Media Operations

where the server was launched.

By default, the publishing port of the server is 19813.

If a database was selected under the Recent or TCP/ | P tab at the
moment you clicked the Cust omtab, the two fields display the
corresponding information.

Once this tab assigns a server, click OK to connect to the server. The
server is then listed under the Recent tab.

Logging On to Media Operations

Logging On to Media Operations Manager

Double-click the Medi a (per ati ons Manager icon on your desktop. You
will see the 4D Server Connecti on screen.

4D Server Connection Screen

@Eonnection to 4D Server — ',‘ |
Fecent TCFAP |Cust0m|
Servers
MediaDB.4DC DEBBIE- W wWE0GIN0 ;l

TCPAP vEB.8

Select the server to which you want to connect from a list of recently used
servers, the TCP/IP address, or a custom server. The User Log In
screen appears. Type your username and password, and click Si gn | n.

If you are running Media Operations in “demo” mode and you have
media configured in Media Operations, you will receive an alert telling
you how many days are left before the product is switched to “expired”
mode (see “Licensing Media Operations” on page A-197).
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Figure 2-3

Alert
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% Media Opmations is unnirg in Demo mode. 'iou hawe B0 days iemaining.
A

You are now at the Media Operations graphical user interface (GUI).

Media Operations Graphical User Interface

I 4

I SLA StatusHeporting

= Giobal Configuration Options
Sile Managamen
Backup Manapers
Ofsibe Vendors & Accounis
Security Management
Semvar Pararnaters
Madia Types & Compressions
SLA Condiguration

= Ginbal Olgarts

Wauiing Ternplates

BackupiRestores Devices

Systems

Madis Pools

Backup Specdcations

Copy Spacifications

Midia

Mcia Corlainer

Prireount Schidules

Dby Dpirations

Sl stalusirepoing
Sibe Configuration
BackupRestore Divices
Syslems

Miedia Paols

Backup Specifications
Miedia

Wiedia Conbainer
Prismpunl Schiedules
I Fort Collins

3 Lonpmont

wwdw

B

=l

Once you have successfully installed the Media Operations software and
logged on, create a site as described in the following sections.

Logging On to Media Operations Web Interface

1. Start Media Operations.

2. From another computer, launch a web browser (such as Netscape or
Microsoft Internet Explorer).

3. Type the network name or IP address of your Media Operations
Server in the Locat i on area of the web browser. See important note

Chapter 2
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below.
The web version of Media Operations appears.

4. Type your login name and password on the web browser.

IMPORTANT

Figure 2-4

If the Media Operations Server is running on a system that also hosts
another web server, make sure to type the network name or IP address
followed by a colon 3612. For example:

http://worker.xyz. ab. com 3612

Adding Sites and Backup Managers

The design of Media Operations allows you to manage physical media
policies across multiple physical sites.

A obal Configuration Options> Site Managenent allows you to
create, modify, and delete the sites the Media Operations Server
manages.

If you have no sites configured, you will be automatically taken to the
Add Site W zard screen when you log in. To create additional sites, go
to d obal Configuration Options > Site Managenent. You will
see the Medi a (perations Sites screen.

Media Operations Sites Screen

|=k| S Management: Total Sikes = 11

[@ Media Operations Sites 1

Chick. "Add" to mesie & new Media Dpestiors ske.
of doubbe-click on an dsting site bo view o edit

Hame | Difianst Waniting Pokicy for Original media | Dt Vauling Folicy for Copy meda
Amdocs-SerdEur clefauk

Boise LD 25 ke

junk prk. policy

MikesHaz Mi=123

rajficoling ragolicy]

Scolt's Site Scoll's Def Policy

ShannonaSike ShannonsPolioy

St Site-A WitPolicy

Slephens Ske rEvd

Test Sike Diaftt policy

Z-Sile Zake=s Doy

L] |
| ew | Dore

Click Add to add a new site or Edi t to edit an existing site. The Add
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Site W zard screen is displayed.

Add Site Wizard
When you click Add, you will see the Add Site W zar d screen.

Figure 2-5 Add New Site Definition

|| A Mew Site Delnitson

1o e

/2] Add site Wizard

Enter the name ard address details for the new she:

Sib= Name
[5#=7

Sie Addiess
Froal Cobne

Primazy Contact
|Smist]

Type a site name, site address, and primary contact. Click Next to create
the default vaulting policy for the new site.

Figure 2-6 Create a Default Vaulting Policy
13 Add hew SRe Definition x|
[/} Add site Wizard

"o o naad b croabe tha default vaulling pobicy for s site

This defaull policy will be appied |0 al pieces of media in his site. )t can be
oveitickden o wach of the following bevets:

" Madis Pook:

" Backup Specifications [ovemdes pools)

" Systero jovenide: Backup Specs)

Entes the name that will b used for the defaul vauling policy for this sie

|'"\d|:y1
This default vaulting policy is applied to all media for this site. It can be
overridden at each of the following levels:
= media pools
= backup specifications (overrides media pools)

= system (overrides backup specifications)
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Type the name of the new defined vaulting policy for this site. Then click
Next to select a vaulting policy for the new site.

Figure 2-7 Select a Policy Template

|| Aclel Spvr Site Definition [ =]

/2] Add site Wizard G

Siberct thes polacy bemplale thal best malches wou vaullrg necupemenls o
Hre defalt vaulting policy for ts sile:

Tirne medis retaied in device = 7 days
T madea 1elarsd in onsia vaull = 7 dags
Fletsin medis in olfsits vaull untl medis expies

s Hoa: Auchd Template: bthon il pow waet b
prerisp oo A

I.‘.ml Back| de.l'

1] rj_.

Sibes | |

Select a policy template from the drop-down list or click Add Tenpl at e
to define your own policy. Once you have selected the policy template,
click Next to edit the vaulting cycles.
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Vaulting Cycle

|i| A Mo Sibe Daefindtion

e

2] Add site Wizard

Fron g wanding pokicy tha vauking ook e isted below
| " Bt grvsry vauling cuce with Locaton Tepe ol el o
mnsure ol herwe Hre comect destination sie sel=cisd and
at B destination sie has Vadts configund
" Edit grvery vauling cycle with Locaton Type ol "Dllsie
Werdar" to select/mests the destinstion Offsits Vendor and
caate an Difsite Accourt in that Verdor for this site

[z M uarmbess Locaton Type Lexzation Descripton b Corlsine

7 W Dnvsibe Vauk Falss
14 Difzite Verdor Dgite Vauk Falss

[+ | |
Eckt I:ml Buh]'ﬂaﬂ_l'

Edit the location type to ensure you have the correct destination site
selected and the destination site has vaults configured. To edit the
location type and location destination, you can double-click Locat i on
Type or Locati on Destination, or click Edi t. You will be taken to
the Vaul ti ng Cycl e Acti on screen. You will need to add an offsite
vendor if one has not been defined.

If you attempt to advance by clicking Next without editing the vaulting
cycles with an offsite vendor destination, you will receive the following
alert.

There is a problem with the: wauliing policy cycle on day 7: You need I edit this
ﬂ policy cyche and crpate Vauk capacity in the destination sie
]

You now need to edit the vaulting cycle referred to in the alert either by
double-clicking on that cycle on the list, or by selecting it on the list and
clicking Edi t .
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Figure 2-10
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Vaulting Cycle Action Screen

K21 vauting Cycle Action

Diary Muamibe

7 I Wadt Mo Later Than Vauding Days
[asciphon  Monday
|L"|si.u Waul FF Tussday
[Vad™ =] I Conksine:Staage F i ey
Drestination Site  Frday
[5re 1 =  Sahudsy

 Surday

This vaulting cycle has an offsite vendor destination, so you need to
define the destination offsite vendor and an offsite vendor account. To do
this, select an offsite vendor for Desti nati on O fsite Vendor. Once
you have chosen a vendor, select an offsite vendor account. Since you are
adding a new site, there are no offsite vendors defined and you will need
to create them. To add an offsite vendor, click Add Offsite Vendor.
Youwillgotothe O fsite Storage Vendor Definition screen.

Offsite Storage Vendor Definition Screen
1 Fiiting aifsite vendor: fron Mountain
m Ofisite Storage Vendor Definition

Exch Account in an Oiisie Storage Vendor can be used a5 an off sike destination in the vaulling policies
Db Oifsle Slotage Verd locaton

Vendor Hame Weredor Type

[tror M curtsir; | =]

[Chescrption

Englevsond, Colodado ﬂ

Chek, “dd™ o creale & new Accounl o doubls-clek an easting decounl 1o vies of sdit

Account | Bite =]

1 o

il o4 9 e
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Type the vendor name. Select the vendor type. Type the contact details.
Select the address.

There are three offsite vendor types:

Media Operations: A Media Operations vendor type is used when
your offsite storage location is another Media Operations Server. With
this vendor type, there is an automatic electronic link between the
two Media Operations Servers, which automatically creates jobs on
the offsite server for outgoing and returning media, and provides
status information on the offsite portion of jobs. In addition, there are
auditing options that allow you to synchronize the two Media
Operations Servers if they get out of sync for any reason.

Generic: A generic vendor type is use when your offsite storage
location is not another Media Operations Server. This type of vendor
may have its own proprietary electronic link interface. When
configuring offsite accounts for such an offsite vendor, the Media
Operations administrator can write scripts to take information from
Media Operations and convert it to the offsite vendor’s electronic link
protocol.

Iron Mountain: An Iron Mountain vendor type is use when your
offsite vendor is Iron Mountain and you are using Iron Mountain FTP
electronic link (SecureBase). (Note) if you are not using the FTP link,
use the generic vendor type.

Click Add to create one or more accounts in this new offsite vendor. You
will be taken to the Vendor Account Defi niti on screen. (There are
three types of screens depending on the offsite vendor type you have
selected.)
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Vendor Account Definition for Media Operations Type Screen

|§_Edi!-|r.| Offsite Yendar: Iron MMounkain

2] vendor Account Definition

[rabne vendol accounl
Account ID Sie
[ [FetColne =]

Diefire wihich days of the week media & sent ofisie ko the vendor
Wading Days

¥ Monday [+ Friday

¥ Tuesday ¥ Saturday

¥ ‘wednesday [ Sunday

[# Thusday

Diefire intesiace to Difsite Madia Operstions Semve

Hosrams

Aot Pasreoid

ﬂ Heuaﬁuu| Fieverd Odide Mk | ok

If you are creating an account for a Media Operations type of offsite
vendor, type the account ID, hostname (defines the system name of the
Media Operations Server being used to store the offsite media), and
password. To authenticate this interface, the account ID is used as the
username and an account password must also be typed. This account ID
and password must also match a remote account on the offsite Media
Operations Server. If the connection to your offsite Media Operations
Server passes through a firewall, you can type the proxy settings for this
connection.

The Vaul ti ng Days check boxes allow you to define any restrictions on
the days of the week the vendor will accept offsite shipments. Vaulting
days on this screen takes precedence over vaulting days set in Vaulting
Policies (see“Vaulting Policies” on page 50).
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Figure 2-12 Vendor Account Definition for Generic OSV Type Screen
I Editineg Od¥site Yendor: Trom Mountain ML X x|
2] vendor Account Definition B

Drelive verdor sccourt
Acourt 0 Silg
| BT =l
Waullirg Daps Oifsle Yandat Prosy Setbng:
Prgery Ty Frosy Port
P e P [ [Fia Frauey =0 0
[ Tussday ¥ Sahaday Prooy Hostnames
[7 Wednesdy 7 Sunchy |
ooy Lisginame Prexey Patswoid

# Thursdsy [ [

Define interface o Ofsite Sioage Vendos
Dulgorg Meda commard e scapl

I

B Media command ne script ™ Enablad
I

Saahus Wenlicsbion command b soapl

[ I Enabld
Budit Management command ine script

[ I Erabled

@ | ot Lisng | oK Cancel |

If you are creating an account for a generic type of offsite vendor, type the
account ID. If your offsite vendor supports some or all of the electronic
link capabilities, you can enable them and type the scripts you have
written that connect the Media Operations offsite vendor API to your
offsite vendors propriety protocols. If the connection to your offsite
vendor passes through a firewall, you can type the proxy settings for this
connection.

1. Select the Enabl ed check box for Qut goi ng/ Ret urn Medi a
conmand |ine script if the offsite storage vendor supports an
interface to manage outgoing and returning media. Then type the
script/utility command line to link Media Operations to the vendor.

2. Select the Enabl ed check box for St at us Veri ficati on command
I ine script if the offsite storage vendor supports an interface to
notify when previously submitted outgoing and returning media jobs
are complete. Then type the script/utility command line to link Media
Operations to the vendor.

3. Select the Enabl ed check box for the Audit Managenent comand
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i ne script if the offsite storage vendor supports an interface to
audit stored media. Then type the script/utility command line to link
Media Operations to the vendor.

The Vaul ti ng Days check boxes allow you to define any restrictions on
the days of the week on which the vendor will accept offsite shipments.
Vaulting days on this screen takes precedence over vaulting days set in
Vaulting Policies (see “Vaulting Policies” on page 50).

Vendor Account Definition for Iron Mountain Type Screen

i [@] Vendor Account Definition B
Dhefine vendior sccount
Aceount 1D Site
I T - |
Wadting Days Déisite Vendor Paoxy Seltings
. Frowy Typa Priesy Post
S @ [Fio Py =il i
¥ Tussday ¥ Sateday Proty Hostrame
¥ Wedwsday [ Sunday |H ; —
 Thsday oy Usemams Paomy Passweon

Dl ahechon inharfacs: b non Mounbain FTF Senes
ISt ase ot blec|

Host Mame ol dedington FTF satve

FTP dccount Kame

[

FTF Account Passwoed

[

) B | | ok | coest |

If you are creating an account for an Iron Mountain type of offsite vendor,
type the account ID, hostname (defines the system name of the Iron
Mountain Server being used to store the offsite media), FTP account
name, and FTP password. If the connection to your offsite Iron Mountain
Server passes through a firewall, you can type the proxy settings for this
connection.

The Vaul ti ng Days check boxes allow you to define any restrictions on
the days of the week the vendor will accept offsite shipments. Vaulting
Days on this screen takes precedence over vaulting days set in Vaulting
Policies (see“Vaulting Policies” on page 50).
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Once you have configured your offsite vendor account, click OK to return
tothe O fsite Storage Vendor Definition screen (see Figure 2-10
on page 26). Then click OK to save the new offsite vendor and its
accounts, and return to the Vaul ti ng Cycl e Acti on screen (see
Figure 2-9 on page 26).

You now want to specify the destination offsite vendor and account. Click
X to save the vaulting policy cycle. You are now back to the Vaul t i ng
Cycl e screen (see Figure 2-8 on page 25).

If you attempt to advance by clicking Next without editing the vaulting
cycles with a vault destination, you will receive the following alert.

You now need to edit the vaulting cycle referred to in the alert either by
double-clicking on that cycle, or by selecting the cycle and clicking Edi t .

There is a problem with the: wauliing policy cycle on day 7: You need I edit this
pecdicy ek ard crpate Vauk capacity in b destinalion site:

Vaulting Cycle Action — Capacity Screen

/2] vautiing Cycle Action -

g WHEM ba oy res: excle: Dielirne SWHERE. b pcres s mssdea lo:
Dlagy Muankes Dazzcption

2 [t Woandt
rE i D estination Locstion
% Viaul No Later Than T -
™ Woaudt Whan Ful Dasination Sibe

|I3|:|:: ALD2S ;I

Vauling Dap:

FF Wonday F Tussday
F Wednesdsy  F Thursday
¥ Fuiday ¥ Saburday
F Surdy

This screen is slightly different from the one in Figure 2-9 on page 26.
You now have to create vault capacity in the destination site. If your
destination site is not this site, select the correct destination site. Click
Add Vaul t to create vault capacity in the destination site. You are now
atthe Onsite Vault Managenent screen.
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OnSite Vault Management — Info Screen

i=d Add Mew Onsite ¥ault R
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I'.-':ul 1

Site
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| 1= | 1200
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]
L]

Type a vault name and then click the Layout tab to define the vault’'s

configuration and capacity. You will see the following screen.

You can either add one cabinet manually by clicking Add Cabi net s or
automatically create the entire vault layout by clicking Aut o- Cr eat e

Layout .
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Figure 2-17
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Onsite Vault Management — Layout Screen

Onsite Vault Management ]
Infn Lapout | Resereed Stz | Contents |
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If you choose to manually create a cabinet, you will go through a series of
screens prompting you for specific cabinet information. After clicking
Add Cabi net s, you will be at the Cr eat e Cabi net s screen. Create a

unique cabinet name and then click Add Dr awer s or Aut o- Cr eat e
Drawers.

Create Cabinets Screen

W TE—
=
/7] create Cabinets

Clhick “idd Dirawser" o add & doswerer 1o the cabiret,
of chobbe-click, o a drawees Delow bo viewr of edit

Silg: Walt Name Catenat Name
[Fast Gl [Faukt |

RAesmres Cabinst for Medis Pool

|r~-.- Redereed Fook EI

Diraweess in this Cabinet
DCrawer  |Reserved for Pool |

Presuming you are going to continue to manually create the drawers,
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rows, and slots, because you opted to create the cabinet manually, you

are now prompted for the first drawer name. Type a drawer name and
then click Add Rows.

Figure 2-18 Create Drawers Screen
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At the Create Rows screen, type the name of the first row in the drawer,

starting slot number, ending slot number, number of media, and type of
media.

Figure 2-19 Create Rows Screen

Iz Add How to Drawer Drawer 1 For Cabanet Cabinet10 in Vault Yault 1

[‘!’] Create Rows =
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Repeat until all rows are created. When you are done, click Cancel to
return to the Cr eat e Dr awer s screen. Continue to create new drawers
until all drawers are created. When you are finished creating drawers,
click Cancel to return to the Creat e Cabi net s screen. Continue to
create cabinets until you have created all of the cabinets for that vault.
Click Cancel toreturntothe Onsite Vault Managenent screen.
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Click the Reser ved Sl ot s tab to see a list of all slots reserved for single
media pools (as opposed to general slots).

Figure 2-20 Onsite Vault Management — Reserved Slots Screen

[‘ﬂ Onsite Vault Management

Inf] Lagout Reserved Skis | Contents |

03 :4
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Click the Cont ent s tab to view a list of all the media storage locations
contained in the onsite vault and what media are contained in those

vault slots.
Figure 2-21 Onsite Vault Management — Contents Screen
x

Onsite Vault Management
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Once you have configured your vault, click OK to save the new vault and
return to the Vaul ti ng Cycl e Acti on screen (see Figure 2-9 on
page 26).

Eint Mame_|Media Descriphion |Media Barcode | f]

Click OK to save the vaulting policy cycle. You are now back to the
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Figure 2-23
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Vaul ti ng Cycl e screen (see Figure 2-8 on page 25).

Finish Adding a Site

|4 Editineg Waulting Policy Policyl

[/7] Add site Wizard

Click Finish o sarve yow new site configuration. ou can edik the sie if futhes
configuration is requined, &g adding‘editing policies. adding Dala Ceners,
addng addbonal Vauls, s

Thea redt slep b 10 add any Bachup Managers thal e i e sle, 1 resded
|since this site could st be providing Vauk sioiage o othes sibes|

7 ez, | want Yo add a Backup Manager to iz sile
" Mo, | don’t wark bo add & backup manage:

Click Fi ni sh to save your new site configuration. Depending on whether
you have selected to add a Backup Manager, you will be taken to the

Si te Managenent screen or the Add Backup Manager W zard
screen.

Add Backup Manager Wizard

The Add Backup Manager Wizard can either be launched from the Add
Site Wzard screenor gotod obal Configuration Qptions >
Backup Managers.

Adding a Backup Manager

el Aok Mewr Backup Manages ]
[‘@] Add Backup Manager Wizard

First, select the type of the backup manager you are sdding fhe deop-down
bow stz all e Buchup manages tppes supposted by the DF <81 Gatewary,
o ol cean sale] |y Dohan o wo ane usng =ML File mpod ]

HE Dpeavev Siorage Oaba Fiotecion 5.0

Select the type of Backup Manager you are adding. Then click Next . You
will now need to type the network name of the Backup Manager System.
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Figure 2-24 Add Network Name

i Add Mo Backup Manages

(/2] Add Backup Manager Wizard

(B [
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Bachup Manager Nams:

[
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Type the network name of the Backup Manager System (such as
bkpserver 1. xyz. com for Backup Manager Name. If this network
name is not the same as the primary network name of its host system
(for example, the host system has multiple network interfaces), you can
select the host system’s primary network name from the list of current
systems in Media Operations by clicking the Backup Manager Host
Syst em arrow. Click Next to continue.
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If you have more than one site configured, you will be taken to the screen
that allows you to specify the home site for this Backup Manager. If you
only have one site configured, the home site selection is skipped, as the
software will automatically configure the Backup Manager’s home site.

Figure 2-25 Define Home Site
L2} Add Backup Manager Wizard

St the hiome sle (o this backup manager, which =l be the @t oeming
thiz backup manager's media’poal.

Thhiz: waill s ko o ot sib: Fior 2w of B backup manager's devices of
el

Select the home site for this Backup Manager. Then click Next .

Figure 2-26 Define Security Settings

1d Akl New Backup Manages

[‘ﬂ Add Backup Manager Wizard

Entes the securty settings fusemame and domans'group] uzed o connect to
vour Backup Manager, Mobe that the: usesname: and domain/group wou enber
i malech an adminetrabon uba conbguied n woul Backip Mareos

Uzeaname Dromair Group
I [

IF pous hearve changed your Dmniback /T sts Frolechon port number ko
noredefauk valus e you can enter i hene

Pt Musrvbasr
2250

Type the security settings to connect to your Backup Manager. You can
also change the port number. Then click Next .
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Schedule

[‘5‘9] Add Backup Manager Wizard

ol i modify o chefiat schedules for syncieanging with e

Backup Marage corbguiation
M Tirme Config Report| Device Scan | Full Media | Incr Media ﬂ
(e (0 F r r r

1% r r r r

(e 0 r r r r

(o 4% r r r r

LR r r r I

mn:1%h r r r r

0 r r r r

n:4% r r r O

(20 r r r I

1% r r r O :I

Cancal | Back | Mesd I

Make any schedule changes by selecting the appropriate check boxes and
then click Next .

The scheduled events are used to keep Media Operations in sync with
the Backup Manager.

e Config Report — collects the clients on the Backup Manager, its
MMDB configuration, media pools, devices, and backup
specifications.

e Devi ce Scan — scans all devices to determine what media are
loaded in them.

e Full Medi a— retrieves a full media listing from the Backup
Manager.

= Incr Media— retrieves all media modified in the past hour along
with usage information on the media.
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Figure 2-28 Enable Location Updates
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Any request to change a media location in Media Operations is
automatically copied back to the Backup Manager’s media location,
select the Enabl e Locati on Updat es check box. Then click Next .

Figure 2-29 XML Gateway

71 Add Backup Manager Wizard B

“fou mo reed to spescity wiich system is iunning the Diata Probection
L Gislevazy uped Lo bk the Media Dpeestons sahve bo the Backun
Manager:

1 SL Galeway I iuneig on e Backup Mansger spilem

I WML Gatewsay is nunring on anothsr sysiem

“f'ou ako nesd to specily whether the network connection between the:
Muedia Opeatiors: Server ard the =ML Gateway needs bo paes thiough
& |resvaall procy seever

1% Previp Mok Fiequied
" Prouy Aequired

Select the radio button that specifies which system is running the XML
Gateway used to link the Media Operations Server to the Backup
Manager. If the XML Gateway is running on another system, select a
radio button to specify whether you will be using an existing
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configuration or creating a new one.

The NetBackup gateway should always be present on the Master server.

XML Gateway Configuration

|§_idd Haw Backup Manager

[@ Add Backup Manager Wizard

Sinoe you are using an XML Galeway that is not unning on the
Barchup Maragen spstem, pou now rissd bo apecily whether pou ane
e a0 eesting ML gsteway conliguration of clealing & rew one

% |Croate new ¥ML Gateway configurarion]

" Lise evisting XML Gty configurstion

Enber the full network. name of the sysiem your new ML Galeway is
suning on (&g sl abc.coml

Select a radio button to indicate whether you want to create a new XML
Gateway configuration or use an existing one. Type the full network
name of the system your new XML Gateway is running on. Click Next
and you will see either see the Proxy Setti ngs screen (if you selected
Pr oxy Requi r ed on the previous screen) or the Save Backup
Manager screen.

Proxy Setting

|| oidd Mew Backup Manager

E’] Add Backup Manager Wizard

Enlei the delals of he posy peroe ussd b corrsct babwesn pour
Media Dperations Server and the <ML Gabemay

Frowy Typa Paosy Port
- | 4
Frosy Hosirame

Frosy Usemame Frosy Password

Type the details of the Proxy Server used to connect the Media
Operations Server and the XML Gateway. Click Next to continue to the
Save the Backup Manager screen.
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Save the Backup Manager

el Ak Mew Backup Manages

/2] Add Backup Manager Wizard B

“fiou have now completed conbguiation of you new Backup Manage:.

Click Finish b 2aree thi: Backup Manager and perfiom its: initial Baseloe
conligraion

Thae moeest scnpr vl shosw the progness: of the: bacsling: configuration, and

wibwer: thes satus mecsrage sy hal he bapsbre b completed chek OF 1o
finish.

Click Fi ni sh to save the Backup Manager and perform the initial
baseline configuration. The next screen will show the progress of the

baseline configuration. When the status message says the baseline has
completed, click OK.

Backup Manager Configuration

@Ediling Backup Manager: fcdmpc02.cnd hp.com

E}a Initial Backup Manager Setup

Executing Backup Manager Configuration. . ﬂ

Currant Activity:
Completed Backup Manager Configuration. Click OF to finish.

Backup Manager Mame: fcdmpe02.cnd hp.com

Media Management Databaze Configuration: Stand-alone Media Management
Database

Total Media Pools Detected: 14

Total Devices Detected: 2

Taotal Media Detected: 26

Total Backup Specifications Detected: 12
Media Usage Information: Supported

You have now successfully configured a site and added a Backup
Manager to that site. You can now edit the site and Backup Manager
objects to further tune the configuration. For example:

O Add additional vaulting policies to the site and apply them to pools,
backup specifications, or systems for cases where you want a different
policy from the default site-level policy.

O Edit each media pool and set the correct media compression for the
media in that pool. For example, an LTO pool could contain LTO1 or
LTO2 media. You need to set which one, so that premount jobs

calculate the required media for this pool based on the correct media
capacity.
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Editing an Existing Site

You can edit an existing site either from @ obal Confi gurati on
Options > Site Managenent or Site Confi gurati on under the
specific site.

There are nine tabs on the Si t e Defi ni ti on screen:

e |nfo

< DNS

e Vaults

e Data Centers

e Vaulting Policies
e Offsite Vendors
 Users

e Renpte Accounts
e |nport Data

Info

The Site Definition - Info screen shows the geographical location
that contains data centers for that site. Every site has at least one
default data center, but you can configure additional centers if needed.
Each site is defined with a unique site name and a default vaulting
policy. You can optionally define additional data centers and onsite
vaults, and also associate the site with a set of DNS suffixes so systems
within that suffix can be automatically assigned to the appropriate sites.

Site Definition — Info Screen

1 Remotedccomts |
%3] site Definition

& Madia Dperstions site defines a geographical location contaning one or moee Dats Cantes,

Sde Hame
|Fr.|| Cotling

Sde Addeass
|H.11'n.1-1, Road

Paiany Cordact
[E=ih
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If you attempt to exit this screen without defining a vaulting policy, you
receive the following alert.

Alert

Alert

“ion must cafine 2 detaull vauking policy for ths sibe
4\

When you click Cr eat e, you are required to:

O type the name of the vaulting policy you are adding,
O select a template to use,

O type any site specific vaulting location information (such as if you
have a vaulting cycle implementation with an offsite vendor
destination), and

O select which offsite vendor and offsite vendor account.

After you have entered the information, click OK. There are six
predefined templates available, or you can define and add additional
ones as required. See “Vaulting Templates” on page 95.

DNS

The Site Definition - DNSscreen allows you to associate the site
with a set of DNS suffixes (such as *. f c. hp. con) so that system objects
added to the Media Operations configuration are automatically assigned
to the appropriate sites based on their DNS name. Click Add to create a
new DNS suffix for this site or Edi t to view or edit.

Site Definition — DNS Screen

£l
[ﬂ Site Definition
bedo DS |\auks | Duta Carwers | Vauking Pofickes | Déiste Vendors | Usess | Rermcts Accounts | Import Data |
DNS sffies (eg = fc.hp.com] e used lo automatically axsiogn new systes obiects 5o the

angeopsale ses baned o thei DNS name. Chek Thdd™ bullon lo creale new DS sk, o
double-click on existing DNS suli to wisw o edit

o S | =
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Vaults

The Site Definition - Vaults screen defines the onsite vaults in a
site that defines the physical locations that can be used to securely store
media. Click Add or

Add Many to create a new vault, or double-click a vault to view or edit.

Site Definition — Vaults Screen

|;;| Editeng Site Delirmbon: Tesil

E’] Site Definition

In‘ol DHE Vauls IDmﬁasI‘-’aﬁq Pci:icsl DHsb:'q"l:rd:lﬂ |Js|:15| H:fmﬁzn:u'h| In'p\:thnI

Onsibe Wauks in & site define the physical locations that can be used Io securely store media in that ale.
Click “5dd”™ o creabe & nevw YVauk for this site, o double-ciick on an exsting Vaul o vies o edit

aul |capacity | omsite Priority | cotfsite Prio ity | [~ |

OnSite Vault Management — Info Screen

i=d Add New Onsite Yault B

[‘ﬂ Onsite Vault Management
Irfo | Layouk | Reserved Slats | Coreres |

be

Orple W aullz defing localions ured Lo shons media on the zame e Delire e
physical layout of the Orsite Vaul using the Lapout bab,

Walll Mama

I‘.-':Jl'l

Site

[For T

DOinsite Priosty iz Paintity ‘Vault Capacity

I 1] . 1200

Prusica Locaton
El
L-|

Type the name of the vault first. Then click the Layout tab to define the
vault's configuration and capacity.

You can either add one cabinet manually by clicking Add Cabi net s or
automatically create the entire vault layout by clicking Aut o- Cr eat e
Layout .
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Figure 2-39 Onsite Vault Management — Layout Screen
il aced New Orsite vank

[ﬂ Onsite Vault Management
Intn Lawout | Reserved Shots | Contents |

Ie b

Chick “2dd Cabinsi™ o crests & cabinst,
or double-chck, on an gaeting cabiret bo view o edi

Cshinet  |Resened for Fool |
1 Hong
i Hong
4

Mona
MHona
& Mona

If you choose to manually create a cabinet, you will go through a series of
screens prompting you for specific cabinet information. After clicking
Add Cabi net s, you will be at the Cr eat e Cabi net s screen.

Create a unique cabinet name and then click Add Dr awer s or
Aut o- Create Drawers.
Figure 2-40 Create Cabinets Screen
| Add Cabmet for Vault: Vaultl
2] create Cabinets =

Clhick “idd Dirawser" o add & doswerer 1o the cabiret,
of chobbe-click, o a drawees Delow bo viewr of edit

Sibg at M Cabinat Mame
[Fadt Calira [k [

RAesmres Cabinst for Medis Pool

|r~-.- Redereed Fook EI

Dirawsss i this Cabinet
Criwer  |Resend far Pool |

=

Presuming you are going to continue to manually create the drawers,
rows, and slots, because you opted to create the cabinet manually, you

are now prompted for the first drawer name. Type the drawer name and
then click Add Rows.
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Create Drawers Screen

I,'._u' Add Drawer lor Cabanet Cabinet 10 in Yault ¥ault 1

|=

2] create Drawers B
Clhick “Bdd Flow' fo sdd 5 sow to the drawer, or doubl=-click. on & rov below bo wisw or edit

Catenel Hame Dreawer Hame
[Catenenn [Crearmreit

Fleseren Dot for Media Pool
|h o Reserved Pook: :J

Fiowes in thiz Dirasser

R |StatSial  |Endglol | Capacity  |Reseraed for Pood =
R i L 5 Mo
R i 5 5 Mo
E ] i 5 S Mo

At the Cr eat e Rows screen, type the name of the first row in the drawer,

starting slot number, ending slot number, number of media, and type of
media.

Create Rows Screen

Iz Add How to Drawer Drawer 1 For Cabanet Cabinet10 in Vault Yault 1

[ﬂ Create Rows =

Dilinne e s aned Lhe glots i thas o and clek "OE! bo add B sow o The diawer

Catinet Hame Crrawsns Mama: Fiow Hame
[Catenenn [Craweer [Fae

Recestvas Flows o Mecha Pool

|h o Reserved Pook: :J

Saatng 5ol Humbe Erschng Shot Mummber T ol Ve Shtz/Fow
I 1 5 5
Medis per Skt Wl Slot Type

1 Ae=l (=]

Repeat until all rows are created. When you are done, click Cancel to
return to the Cr eat e Dr awer s screen. Continue to create new drawers

until all drawers are created. When you are finished creating drawers,
click Cancel to return to the Cr eat e Cabi net s screen. Continue to

create cabinets until you have created all the cabinets for that vault.
Click Cancel to return to the Onsite Vaul t

Managenent screen.

Click the Reser ved Sl ot s tab to see a list of all slots reserved for single
media pools (as opposed to general slots).
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Onsite Vault Management — Reserved Slots Screen
il add hew Onaste vauk
[ﬂ Onsite Vault Management

Info] Layout Fesenved Skts | Contentz |

Bedow iz a list of all the slols that ane ressrved for 2 Medis Pool

[catmet  |Orawer  |Row | Saat |Stat Type  |Resamed far Pool | =]

Click the Cont ent s tab to view a list of all the media storage locations

contained in the onsite vault and what media are contained in
vault slots.

Onsite Vault Management — Contents Screen

those

|=i| Add New Dnsite Yault

[ﬁa Onsite Vault Management

Infol La_l,loutl Feserved Slots  Contents |

List of all slot locations contained in the Omnsite % ault
and what media iz currently loaded in those slots

Slot Mame |Media Description |Media Barcode |
1:01:01:1
1:01:01:2
1:01:01:3
1:01:01:4
1:01:01:5
1:01:01:6
1:01:02:1
1:01:02:2
1:01:02:3
1:01:02:4
1:01:02:5
1:01:02:6

IET]

H

When you are defining the vaults, click OK to return tothe Sit e

Managenent screen.

Data Centers

TheSite Definition - Data Centers screen defines the physical
grouping of backup/restore devices and systems. Click Add to create a
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new data center, or click Add Many to create multiple data centers
within a site.

Site Definition — Data Center Screen

i Frliting Site Definition: Fort Colins

[+ =

(D Site Definition
info| DNS | Wauts Data Centers | Yading Pabcies | Ollte Yercdors | Useiz| Remote decourts | Impodt Dala|

Tha Dals Canes in & sle deline pryscal geougng ol backupesms devees s spshems. Cick
"™ bo creste & resw Dats Centes, on double-clhick on an exisiing D ata Cenler (o view oo edit.

Data Center Mame | =]
Cata Centar 1

You now need to define the data center by typing a unique name for the
data center and a description (such as the location of the data center).

Data Center Definition Screen

|| Editing Data Center Defnition: Data Center 1 3 x|

Data Center Definition

Deata Corber Mame: Site

|R ata Cintohor 1 Fﬂ Colire:
[Ctata Canber Desciiption

E &t Campie:

Click o B “Aedd Grid bufion b cosate i grid locations: for this Data Center,
o cheodble-chck, on an ewsting Giid bo e o edil

Order by |snd Mame =]

2| Girid 2
3| Grid 3

Ackd Gadl I Edit I Irnpecit el
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Data center grids are used to define the physical layout of the data
center and the grid walk-through order, so you can assign locations to
systems and devices in that data center and use this to optimize the
walk-through order of devices during premount jobs.

In addition to the basic data center description, you can either add grids
manually or import a grid definition file. See “Import Data” on page 60
for import instructions.

Data Center Grid Layout Screen

| Ling Dot Conter Defmtiom Data Centert x
(‘Pﬂ Data Center Grid Layout

Erber or it a g narmes ared Hre cnces in evhich s grid shoulkd b
sequenced s Fremort meda job

Dsta Center Hame
|Dsta Center 1
Grid Hame

Order Key

[

Type the grid name and order key. The order key is the walk-through
order of the grids in the data center. The order key is the step number in
the walk-through order. For example, the first grid location in the data
center is key number 1 and the second grid location (in the walk-through
order) is key number 2, and so on. This is used to order the grid names
into the walk-through order for the premount jobs.

Continue to add the grids until they have all be defined. Click Cancel to
exit the screen. Click Cancel againtoreturntothe Site Definition
screen (see Figure 2-34 on page 43).

Vaulting Policies

TheSite Definition - Vaulting Policies screen defines the
active vaulting policies that are currently used by objects in this site.
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Figure 2-48 Site Definition — Vaulting Policies Screen

x
[ﬂ Site Definition

Infa] DNS | Vardte | Diata Cantess: Vadting Policies | Difsite Verdors | Users | Remole Accoures | Import Data

The vaullirg policie: in a site defing: te: actise vaulling pocie: that ane cumenty wed by objects in
thiz sbe. Chek “idd™ o creabe & new waullng pobty, of double-chck on an exsting Pobcy Lo wew o1

edit
yawsng Policy |vauling Policy Template | =]
Py & (msile Vauling, Low Secury

Six vaulting templates are predefined. These modifiable templates provide a starting
point for vaulting policies. The default templates are:

No Vaulting, Low Media Security: Medium stays in the device
until it is scratched.

Onsite Vaulting, Low Media Security: Medium is retained in the
device for seven days and retained in an onsite vault until it expires.

Onsite Vaulting, Medium Media Security: Medium is not
retained in the device. It is retained in an onsite vault until it expires.

Fast Recovery Access, Low Media Security: Medium is retained
in the device for seven days and retained in an onsite vault for seven
days. Medium is retained in an offsite vault until it expires.

Medium Recovery Access, Medium Media Security: Medium is
not retained in the device. It is retained in an onsite vault for seven
days and in an offsite vault until it expires.

Slow Recovery Access, High Media Security: Medium is not
retained in the device or in an onsite vault. Medium is retained in an
offsite vault until it expires.

Click Add or Add Many to add new vaulting policies. If there are vaulting
policies already defined, you can click Edi t or double-click a policy to
view or edit.
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Figure 2-49 Vaulting Cycle Implementation — Info Screen

14 Adding Sew Yaulting Policy B

[‘@] Vaulting Cycle Implementation
It | Falicy |
Hame
|'"\dc1.15
Templste
|Ur|sle"-'1.l|ru.Ln.m Secunly EI
Minimum Praotection in Daps

Host Sie
|Fott Colins

[ 7
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Time mescha sstared n device = 7 daps
Retain meda in onghe vauk uil meda expies

Type a name for the new vaulting policy. Select a template to use. Type
the minimum number of days protection is required. Click the Pol i cy
tab. This takes you to the Vaul ti ng Policy |nplenentation -

Pol i cy screen where you can add or edit the vaulting cycles.
Figure 2-50 Vaulting Policy Implementation — Policy Screen

|| E diting Waulting Palicy vaulti

*
m Vaulting Cycle Implementation ]
Info Policy | Pools | Systems | Backup Specs | Media |
These are the vauking cpche: defired for this vauling policy

.Dﬁ'l' Mumber [Location Type (Location Descriplion | Container |Destination Site | Destination Offsie Vendor |Vendar =
0| D BviCe
7|Onsie vaull | Onsite Vaul Falsa Site 1
l4] I L1
Audd Edit

Click Add to add a new vaulting cycle or Edi t to edit an existing vaulting
cycle. You can also select a vaulting cycle and double-click to edit.
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Vaulting Cycle Action Screen

|| Edliting Vaulting Policy waulk]

[%2] vauting Cycle Action

Diary Muamibe

7 Wat Mo Later Than Wandting Days
[Dasciiphon F tanday
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Deestination Location F \Wiednesday
[vad™ =] I Conbsiner Skeage B Thrsda
Daestination Site P Fiday
[5re 1 = F Saurdsy

W Surday

Type the day number. Select the destination location and the destination

site. To select the days of the week for the cycle to occur, select the
appropriate Vaul ti ng Days check boxes. Click OK to return to the
previous screen. Click OK again to return tothe Site Defi nition

screen (see Figure 2-34 on page 43).

Offsite Vendors

The O fsite Storage Vendor Definition screen defines locations

used to store media securely offsite.

Offsite Storage Vendor Definition Screen

[‘}a Ofisite Storage Vendor Definition

et Oifsle Saoeage Verdk locaton

Winadion M arme Werdor Tpe

|IrmMo-.rm'-‘. I ;l
[Chescrptian

Engleviond, Colodada ﬂ

Chek ™ I creale & new hecount, of double-chek an exslng Account 1o i o edl,
Account | Bite =]

1 o

Exch Account n an Oésie Siorage Vendor can be used 23 an offsle destination in the vauling polioes.

e

Chapter 2

53



NOTE

Figure 2-53

Getting Started Using Media Operations
Using Media Operations

The offsite vendor location is defined by a unique vendor name. The
offsite vendor type can be a Media Operations vendor, Iron Mountain
vendor, or generic vendor (see page 26). The Cont act Det ai | s field is
used to describe the vendor. This is a flexible field and you can type
unique information for that vendor (such as the vendors location,
building number, suite, floor, and contact information).

Each offsite vendor location can be used by multiple sites with each site
having a unique account in that offsite storage vendor.

A vendor can be used by multiple sites. Each site must have at least one
account name unique to that vendor.

Vendor Account Definition — Media Operations Type Screen

|§_Edi!'-|r.| Offsite Vendor: Dron MHounkain 8 EJ
[‘ﬂ Vendor Account Definition

Crasbine wendon sccound

Account ID Sia
[0 [Fet Calee |
Diefire wihich days of the week medis & senl oliske bo b vandor
Wadting Dlays
[+ Monday ¥ Friday
¥ Tuesday ¥ Saturday
¥ ‘Wedresday [ Surday
¥ Thusday
Diefre intesince to Difsite Meds Operstions Semve
Hosdnams
I
Aok Pasreond
I
ﬂ Fiegueest fualh | Fiesered Dllste Macka | i3 Canc

If you are creating an account for a Media Operations type of offsite
vendor, type the account ID, hostname (defines the system name of the
Media Operations Server being used to store the offsite media), and
password. The account ID defines a unique ID for this vendor. The
hostname defines the system name of the Media Operations Server being
used to store the offsite media. To authenticate this interface, the
account ID is used as the username and an account password must also
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be typed. The account ID and account password must match a remote
account on the offsite Media Operations Server. Therefore, the account
ID is the account name of the remote account at the offsite Media
Operations Server. The hostname is the system on which the offsite’s
Media Operations system resides.

The Vaul ti ng Days check boxes allow you to define any restrictions on
the days of the week the vendor will accept offsite shipments. Vaulting
Days on this screen takes precedence over vaulting days set in Vaulting
Policies (see “Vaulting Policies” on page 50).

Click OK to complete the operation or Cancel to abort. You are returned
tothe O fsite Storage Vendor Definition screen. Click OK when
you have finished adding offsite vendors. You are returned to the Si t e
Def i ni ti on screen (see Figure 2-34 on page 43).

Vendor Account Definition — Iron Mountain Type Screen

i [@3 Vendor Account Definition

Di=fine vendor account

Account ID Sihe
I R - |
Wadting Days Déisite Vendor Paoxy Seltings

. Frowy Typa Priesy Post
S @ [Fio Py =il i
¥ Tussday ¥ Satedar Frosy Hostrame
W Wedwsdyy @ Sundap |

Frosy Usemames ooy Passsod

[ Thunsday | |

Dl ahechon inharfacs: b non Mounbain FTF Senes
ISt ase ot blec|

Host Mame ol dedington FTF satve

FTP dccount Kame

[
FTF Account Passwoed

[

If you are creating an account for an Iron Mountain type of offsite vendor,
type the account ID, hostname (defines the system name of the Iron
Mountain Server being used to store the offsite media), FTP account
name, and FTP password. If the connection to your offsite Iron Mountain
Server passes through a firewall, you can type the proxy settings for this
connection.

The Vaul ti ng Days check boxes allow you to define any restrictions on
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the days of the week the vendor will accept offsite shipments. Vaulting
Days on this screen takes precedence over vaulting days set in Vaulting
Policies (see “Vaulting Policies” on page 50).

Use the media link Fi | ename For mat on the Vendor Definition
screen if you need to provide FTP files to Iron Mountain using the old
MediaLink file name format. (Note) the FTP contents are always
SecureBase format, so this only affects the file name.

Click OK to complete the operation or Cancel to abort. You are returned
tothe O fsite Storage Vendor Definition screen (see Figure 2-52
on page 53). When you have finished adding offsite vendors, click OK. You
are returned to the Sit e Defi ni ti on screen (see Figure 2-34 on

page 43).

Vendor Account Definition — Generic Type Screen

|.;d Edsling Oilsde Vendod: Gensie

[‘#’] Vendor Account Definition

el vervdor scoourt

Accourt 1D Sile

| [FeT =]
Define which days of the wassk media is sent offule io the vendor

Vaniling Diaps

[# Mordsy # Friday

[+ Tunsday I Sahorday

[+ Wednaday R Surwday

[# Thursday

Define interface o Ofsite Sioage Vendor

Didgors Meda commard bre soapl

I

Rehan Media command line scriph ™ |Enabled

Sagtus Veslicabon commard bre soapl

| I~ Enabled
Budit Management command ine script

| [~ Enabled

B Aeaes tuck Liivg | Send Audi Lising | 0K, Cancel |

If you are creating an account for a generic type of offsite vendor, type the
account ID. The account ID defines a unique ID for this vendor. There is
also a set of optional configuration settings used when the offsite vendor
has their own proprietary electronic link interface.
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The Vaul ti ng Days check boxes allow you to define any restrictions on
the days of the week the vendor will accept offsite shipments. Vaulting
Days on this screen takes precedence over vaulting days set in Vaulting
Policies (see “Vaulting Policies” on page 50).

When configuring offsite accounts for a generic vendor type, the Media
Operations administrator can write scripts to take information from
Media Operations and convert this to their offsite vendors electronic link
protocol.

1. Select the Enabl ed check box for the Qut goi ng/ Ret urn Medi a
conmand |ine script if the offsite storage vendor supports an
interface to manage outgoing and returning media. Then type the
script/utility command line to link Media Operations to the vendor.

2. Select the Enabl ed check box for the St at us Veri fication
conmand |ine script if the offsite storage vendor supports an
interface to notify when previously submitted outgoing and returning
media jobs are complete. Then type the script/utility command line to
link Media Operations to the vendor.

3. Select the Enabl ed check box for the Audi t Managenent comand
I ine script if the offsite storage vendor supports an interface to
audit stored media. Then type the script/utility command line to link
Media Operations to the vendor.

Users

TheSite Definition - Users screen defines site-level users who are
or can be assigned roles inside a site. Top-Level administrators are not
listed as they have full access to every site.

Site Definition — User Screen

I tditing Site Defintion: Fort Callins Al
K% site Deiinition
Irdicn] DMG | Varaltz | Daka Conters | Vauling Polces | Difste Vendms Users | Remote Socounts | bsport Data|

Below aie he Sde-Level usats who s of o ke steigred ioles rede his sbe, Top-keosl Adiong
= not listed as they have full access to every site

Hame | Lisarnama | Tvpe =]
Jean Gman | Smani | Site-Level User
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Click Add to add a new user or Edi t to edit or view a user.

Authorized User — User Screen
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™ Change Passwod At Legin

Type the username, login name, and password. Select the Change
Password at Logon check box if you want to force the user to change
their password the first time they login. If the user will not be a top-level
administrator, you now have to assign a role for the user. Click the Rol es
tab.

If the user will be a top-level administrator, select the Top Level

Admi ni strat or check box. With this check box selected, the user will
have full rights to perform any operations. Only top-level administrators
have full access to the A obal Confi gurati on Opti ons of the user
interface.

Authorized User — Roles Screen

2] Authorized User

Uger Roles I

Ine

Disline Liser Pl bo res acoess nghts Io des.

Sl |Rose | =
Forl Colns | Super Oparal

Click Add to add a role for a user. Click Edi t or double-click a user to
view or edit.
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Figure 2-60
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User Role Screen

User Role
Site
F'nﬂ: Caollns ;I
Flok
fOperatcn =

Select a role for the user. Click Cancel to return to the Aut hori zed
User screen. Click OKtoreturntothe Site Definition - User
screen.

Remote Accounts

TheSite Definition - Renbte Accounts screen defines accounts
used by other Media Operations Servers who are permitted to store
media in this site. These are the accounts matched within the vendor
account records on the other Media Operations Server.

Site Definition — Remote Accounts Screen

w Edsling Sele Delirmon: Sille 1

[‘ﬂ Site Definition

Dk Centers | Vauling Policies | Dffske Vendors | Usss Femobs dccounts | impos Data]  [212]

Badows o the Site-Level users who ane of can b agsigrad roes: inoide: this sie. Toprkvel Adming
A pok bt 52 they bave hll scces: o eveey mile.

| feeaunt Mumber ] | =

Click Add or Add Many to add a remote account. Double-click an
existing account or click Edi t to edit or view.
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Figure 2-62
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Remote Access Account — Info Screen
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Type the remote access account name and password, verify the
password, and then click OK to return to the Site Definiti on screen

(see Figure 2-34 on page 43).

Import Data

TheSite Definition - I nport Data screen allows you to perform
bulk loads of configuration information for data center grids, system grid

locations, media location, and device definitions.

Site Definition — Import Data Screen

|;_| Ediling Remmole Account: Rersobe Aocount 1

E’] Site Definition

Irfa| DM | Vauls | Diska Centers | Vauting Folicies | Offske Vendors | Users | Femots Accounts Imgeit Data |

Using ihe buthons bedow you can perform bulk losds of configurstion
nfanmation for thie pes of objects indicabed. The dala must b in
e Torrnat describad in the help

Diats Canter Grids Impart...
Systern Grid Locations Impart
MWedia Locations Impor
Device Definiions Import...

Click I npor t and select the file to be imported.
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Import Data Center Grid Information To import data center grid
information, it must be contained in a comma-delimited text file and
match the format described below.

The fields values are Site, Data Center, Grid and Order Key. They must
be bounded by quotation marks (" ") and separated by commas. There
must be no more than one record per line.

For example:
"Site","Data Center","Gid","Oder Key"
"London #1","North", "B16"," 25"

System Grid Locations To import system grid information, it must be
contained in a comma-delimited text file and match the format described
below.

The fields values are System, Site, Data Center and Grid. They must be
bounded by quotation marks (" ") and separated by commas. There must
be no more than one record per line.

For example:

"Systent,"Site","Data Center","Gid"

"boi 1036. boi . hp. cont', "j unk","Brad' s DataCenter","A6"

"boi 1037. boi . hp. cont', "j unk","Brad' s DataCenter","A7"

"boi 1038. boi . hp. cont', "j unk","Brad' s DataCenter","A8"

Media Locations To import media location information, it must be

contained in a comma-delimited text file and match the format described
below.

The fields values are Media, Location, Site, Vault, Slot, Vendor and Ac-
count. They must be bounded by quotation marks (" ") and separated by
commas. There must be no more than one record per line.

For example:

"Medi a", "Location","Site","Vault","Slot", "Vendor", " Account"
" AB0O0OO1", "Vault", " Akron BLD 3", "cl oset",,"1"

"AB0002", "Vault", " Akron BLD 3","cl oset",,"1"

" ABO003","Cffsite","Akron BLD 3",,"Vendor1", "1000"
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Import Device Definitions To import device definition information, it
must be contained in a comma-delimited text file and match the format
described below.

The fields values are System, Device, Type, Media Type and
Compression. They must be bounded by quotation marks (" ") and
separated by commas. There must be no more than one record per
line.The fields values are:

For example:

"Systent, "Device", " Type", "Medi a Type", " Conpr essi on”

"sl c1036. abc. xy. conmt', "LO", "Li brary","LTO- U triuni, "LTO2"
"sl ¢1036. abc. xy. cont', "L1", "Li brary","LTO- U triuni, "LTO2"
"sl c1036. abc. xy. conmt', "L2", "Li brary","LTO- U triunf, "LTO2"

Import Manual Media To import new manual media definitions (for
example, media not associated with any Backup Manager, such as legacy
media already stored in offsite or vault locations), they must be
contained in a comma-delimited text file and match the format described
below.

The fields values are MedialLabel, Media Barcode and Pool (the name of a
manually created pool in this site to which you want to import the
media). They must be bounded by quotation marks (" ") and separated by
commas. There must be no more than one record per line.The fields
values are:

For example:

"Medi aLabel ", " Medi aBar code", " Pool "
" ABOO1", " ABOO1", "DLT_Pool "

" AB002",, "DLT_Pool "

When creating manual media through this import function, media are
created as scratch media, but their last used date is set to when the
import was performed. This means, if the vaulting policy for the manual
pool that these media are in has a minimum retention time set, the
manual media will have the vaulting policies applied to them even
though they are scratch media.
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Deleting a Site

= You cannot delete a site unless you delete or move the Backup
Managers using that site (for example, the Backup Managers with
that site as their home site).

= Sites that contain any “remote” devices or systems (such as devices or
systems on a Backup Manager that have a home site in a different
site) are automatically moved to the home site of their Backup
Manager, including copying vaulting policies and premount job
schedules to their destination sites if necessary.

= Any manually created objects are deleted when the site is deleted.
(You receive a warning prior to the deletion starting, so you can
manually move the manual pools, devices, systems, backup
specifications via G obal Obj ect Lists.)

NOTE

Modifying the site details (name, description, address and so on) has no
effect on any Backup Servers or objects defined in that site.

Figure 2-63

Editing a Backup Manager

This section describes the Backup Manager option under the G obal
Confi guration Qptions menu. See “Backup Managers” on page 84 for
additional information regarding Backup Managers/Servers.

The definition of each Backup Server managed by the Storage Media
Operations Server is displayed on the following Backup Manager s
screen.

Backup Managers Screen
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Double-click an existing Backup Manager or click Edi t to edit or view.
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Backup Manager — Info Screen
| Addd Mew Dackup Manager k|
[‘E Backup Manager

b0 | Sibes | Poling| Devices | Chants | Pocls | Media | Backup Specs |

Erber yow bhackup manager configuration, Ben use the: Sites: tab to define what sites the
backup managel devices 8 ocaled n

Backup Manage Mame Backup Manager Hoat System

| |-:_|se Backup Manager Hamss ;I
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|-|r' Dzl Protector w510 ;I |

™ Enable Location Updates

I™ Use Backup Manager as =ML Gabeway
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|r.-_|-|5 - Fils Folng 3 s 4

“f'ou must configuss your selectad inteiface via the Foling tab.

Provide the Backup Manager configuration information.

Type the descriptive name (or alias) of the Backup Manager System for
Backup Manager Nane.

Select the primary network name of the host system that is running the
Backup Manager (such as nachi ne. conpany. conj for Backup
Manager Host System If the Backup Manager System you want does
not appear in the drop-down list, you can either type it in the Backup
Manager Nane field or add it manually under G obal Obj ects >
Syst ens.

Select the Backup Manager type from the list of supported Backup
Managers for Backup Manager Type.If your Backup Manager is not
included in the list, select & her to use the XML file import interface.

XML Gateway Group

If the selected Backup Manager type is a Backup Manager that is
supported by the XML Gateway, either install the XML Gateway onto
the tape Backup Manager System or use the XML Gateway group used
to communicate with the Backup Manager. If the selected Backup
Manager type is O her, the interface mechanism is XML file import.

The NetBackup gateway should always be present on the Master server.
The XML gateway group option is not always possible.
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Click Add to add a new XML Gateway group. If the Cell Manager has the
XMLGW installed and you do not want to use a XMLGW group, select
the Use Backup Manager as XM Gat eway check box. The drop-down
list and Add buttons will be disabled.

Figure 2-65 XML Gateway Screen
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Type the name of the XML Gateway group, which is made up of one or
more XML Gateway systems. (Media Operations automatically load
balances communications across all the XML Gateway systems in the
group.) Type the proxy settings and then click Add.

Figure 2-66 XML Gateway Host System Screen
1J[Editing XML Gateway Group: Groupl
m XML Gateway Host System

([ 4

Dheine: the: host name of the sysiem nunning the XML Gateway and click "OF"
b ik this: bt =ML Gabeway Group

Host Name
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Type the host name and then click OK. You will return to the
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XM Gat eway screen (see Figure 2-65 on page 65). Click K to return to
the Backup Manager - | nf o screen (see Figure 2-64 on page 64). To
associate a site with the Backup Manager, click the Si t es tab.

Backup Manager — Sites Screen
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Each Backup Manager has a “home site” where its media and pools are
always located and where its systems, devices, and backup specifications
are placed by default if there is no appropriate site in which to locate
them (such as if the sites have DNS suffixes defined). When any device or
system associated with a Backup Manager is moved to another site,
there is a list of used sites, shown on the Backup Manager - Sites screen,
that shows all of the sites that contain objects from that Backup
Manager.

You can change the home site for a Backup Manager (by clicking the

Si t es tab on the Backup Manager screen) resulting in all of that
Backup Manager’s objects (media, pools, systems, devices, and backup
specifications) in the original home site to be moved to the new home
site. Any vaulting policies (along with any associated offsite vendor
accounts) and premount job schedules associated with the moved objects
are automatically copied over to the new home site (unless they already
exist). If a policy exists in the new home site with the same name, but
with different rules as the policy being copied, the copied policy name is
made unique by propounding the original home site name to it. (This is
also true for any premount job schedules.)

If the Backup Manager XML interface is set to one of the XML Gateway
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groups or set to Backup Manager as XML Gateway, the Backup
Manager - Pol | i ng screen is displayed.

Backup Manager — Polling Screen
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To perform an immediate synchronization of all the configuration
information from the Backup Manager (pools, media devices, systems,
and backup specifications), click Manual | y Synchr oni ze.

The scheduled events are used to keep Media Operations in sync with
the Backup Manager:

e Config Report — collects the clients on the Backup Manager, its
MMDB configuration, media pools, devices, and backup
specifications.

e Devi ce Scan — scans all devices to determine what media are
loaded in them.

e Full Medi a— retrieves a full media listing from the Backup
Manager.

= Incr Media— retrieves all media modified in the past hour along
with usage information on the media.

If the Backup Manager type is & her , the following screen appears.
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Backup Manager — Polling (Type = Other) Screen
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L

The =ML file interface is used ta import the Backup Manager configuration
information inta the Media Operations databaze.

Backup Manager Mame

Polling Directory

Configure a directory path for Media Operations to use to import the
XML configuration files.

Deleting Backup Manager Objects

You cannot delete Backup Manager objects (media, pools, devices,
systems, and backup specifications) from the Media Operations
graphical user interface (GUI), because they are automatically
synchronized with the Backup Manager. This is why the Del et e button
is grayed out on these objects. (Objects you have manually created
yourself can be deleted.)

A Backup Manager object is automatically deleted from Media
Operations when the object is deleted from the Backup Manager by the
administrator. Media Operations detects objects that have been deleted
from the Backup Manager during the Confi g Report and Ful | Medi a
scheduled polling events, so there is a delay between deleting the object
in the Backup Manager and the subsequent deletion in Media
Operations. However, when Media Operations detects that an object has
been deleted from the Backup Manager, there are some cases where the
objects are not immediately deleted in Media Operations as described
below.

= The medium is not immediately deleted, but is instead set to pending
delete and is added to a blank media vaulting job the next time
vaulting jobs are created (such as the next morning). The blank media
vaulting job is intended to retrieve the deleted medium from its
current storage locations and return it back to the blank media bin
for reuse or destruction. The medium is fully deleted from Media
Operations once it has been added to a blank media vaulting job.

= Any media pools containing the pending delete media are retained
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until the media are fully deleted.

= When a medium is deleted from a Backup Manager and is added to a
blank media vaulting job, and the vaulting job retrieves the deleted
medium from another Media Operations Server acting as an offsite
vendor, the medium is automatically deleted from the offsite server
after it is retrieved.

= If a backup specification is deleted from the Backup Manager, it is not
deleted from Media Operations if there is still media present in the
Backup Manager that contains backups from that backup
specification. (This is to allow you to locate media for a checkout
request based on the backup specification even though they are no
longer running in the Backup Manager.) In this case, the backup
specification is shown as disabled in the Media Operations GUI.
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Chapter Overview

This chapter describes the tasks you need to perform to configure the
Data Protector. These tasks include:

“Configuring for the Physical Environment” on page 73
“Configuring Backup Processes and Objects” on page 81

“Defining Policies” on page 92
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Configuring for the Physical Environment

Site Management

A site is a geographic location consisting of one or more data centers. The
data centers for any one site are assumed to be in close enough proximity
that they have a common set of operators. Media Operations allows you
to configure and manage multiple physical sites with different service
level agreements (SLAS).

You must configure at least one site.

Adding a Site

Each site is configured to define the physical layout of the site’s devices
and the available onsite and offsite vault locations for the site.

Sites can only be added from d obal Configuration otions > Site
Managenent by top-level administrators. See “Adding Sites and Backup
Managers” on page 22 for details.

There are a number of aspects to creating a site. When you are adding a
site, add/configure the following site objects:

There is no specific order in which you have to accomplish these tasks,
with the exception of that discussed in “Site Default Vaulting Policy” on
the following page.

e Vaults

If the site contains secure media storage, you can reflect that physical
layout in Media Operations in terms of vaults, where each vault has
cabinets, drawers, rows, and slots.

You can manually add your own vault configuration to the site and
then select onsite vaults as part of the media vaulting policies.

= Offsite Storage Vendors

You can manually add your own offsite storage vendors and accounts
and then select these custom offsite locations as part of the media
vaulting policies.
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e Data Centers

Configure data centers so you can optimize premount jobs. Operators
can perform the premount jobs more efficiently when the premount
walk-through is grouped in a logical order by physical location. (In
other words, the premount job is faster and more efficient if the
operator is following the shortest/quickest path from device to device.)

You can further optimize the device walk-though order in each data
center by creating data center grid locations (that have a
walk-through order) that you can then assign to systems and devices.

e Site Default Vaulting Policy

Every site must have a default vaulting policy; you cannot create a
site without assigning one. This policy is used by default when new
media pools are created or added. If your default policy is going to
have destination locations for vaults or offsite vendors, create the
vaults and vendors before you create the vaulting policy.

Editing a Site

Once added, you can modify the physical layout of the site’s devices and
the available onsite and offsite vault locations for the site to reflect
changes.

Sites can be edited from:

e dobal Configuration Options > Site Managenent by
top-level administrators

e dobal Configuration Options > Server Paraneters on the
Si t es tab by top-level administrators

e TheSite Configuration option under each site in the shortcut bar
by top-level administrators and site-level administrators for that site

“Editing” a site might mean that you are deleting it. If you delete a site,
the vaults, offsite vendor accounts, data centers, and site-level user roles
associated with that site are also deleted. Any manually added backup
objects created within that site are deleted. Additionally, any backup
objects within that site that were automatically created by a Backup
Manager that is specific to the deleted site are either moved to another
site (if you specify one) or the Backup Manager can be deleted with the
site. If the Backup Manager is not specific to the site (for example, it is
spread across multiple sites), its objects are moved to another of the
Backup Manager’s sites.
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Vaults

Vaults are a reflection of the physical layout of the secure media storage
in a site. Vaults are defined in terms of cabinets, drawers, rows, and slots
— which are created in that order. See “Vaults” on page 45.

A vault has no capacity until you create rows and, by extension, slots.
When you create a row, you specify the vault slot type that describes the
physical characteristics of the slots in the row. In other words, you are
describing what kind of media will fit in the slots. If you add a new media
type to the system that does not fit into any of the defined vault slot
types, add a new slot-type definition for the new media type. Then you
can define rows that accept that media type. See “Adding and Modifying
Media Types” on page 90 for more information.

You can either create your vaults manually a section at a time —
cabinets, drawers, rows, and then slots — or you create the entire vault
automatically if your vault has a structured addressing scheme for the
components.

You can edit vaults only from the St e Confi gur ati on screen. Any user
with permissions to edit sites can edit vaults. If you delete a vault, all the
media contained in that vault are moved (within Media Operations) to
the holding bin for the deleted vault’s site.

When you configure your vaulting policies to move media into a vault
location type, Media Operations automatically puts the media into the
most appropriate vault in the destination site. “Appropriate” is
determined by whether the vaults support the vault-slot type for the
media (will the media physically fit in the slots), whether there are free
slots within the vault, the vault onsite and offsite priorities, and the
reserved slots configuration.

You can assign onsite and offsite priority to each vault. Onsite priority
determines which of the onsite vaults is the preferred recipient of media
from the local site that are being moved into a vault. Offsite priority
determines which of the onsite vaults is the preferred recipient of media
from the offsite sites that are being moved into a vault.

You can reserve a range of slots for use with a specified media pool. In
this case, the slots can be used only for media from the specified pool and
the media from that pool can only be stored in the reserved slots
assigned to them. You can use this option to control media placement by
forcing media into a particular vault.

Chapter 3 75



Configuring Media Operations
Configuring for the Physical Environment

You can apply this configuration at the row, drawer, or cabinet level.
Everything under the reserved level is reserved for the specified pool.
Click on the Reserved Sl ots tabon the Onsite Vault Managenent
screen to view the list of all currently reserved slots in a vault.

Offsite Vendors and Accounts

Offsite vendors are secure media locations that are not under the control
of your Media Operations Server. Offsite vendors can be other Media
Operations Servers within your own company or external vendors. (Note)
offsite vendors are not site specific; once defined, they can be used for
any site. Each site, however, has its own unigue account with the offsite
vendor, so that the offsite vendor can easily identify the owner of each
piece of medium. In other words, offsite vendors define locations that can
be used to store media securely offsite.

Media Operations provides support for electronic links to offsite vendors.
This electronic link allows Media Operations to send electronic
verification of media being shipped to offsite storage and also provides
electronic requests to return media from offsite storage back to the data
center (such as for recovery jobs). This provides a much more reliable
link to the offsite vendor compared to tracking media into and out of the
offsite vendor via paper lists.

The Media Operations administrator has the ability to manually add
their own offsite storage vendors and accounts and then select these
custom offsite locations as part of the media vaulting policies.

These are three possible offsite vendor types (see page 26 for details):
= Media Operations
= Generic

e lron Mountain

See “Offsite Vendors” on page 53 for detailed instructions on
configuring offsite vendors. See “External Interfaces” on page B-199
for more information about using electronic link interfaces.
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Data Centers

Data centers are collections of systems and backup devices within a site.
For example, if your site has several buildings on the same campus, each
building may have its own data center. A default data center is
automatically created in each site. You cannot delete this data center,
because it is the default repository for any device or system created
without a specified data center (such as automatically created devices
and systems).

Any system or device (whether automatically or manually created) is, by
default, placed in the default data center for the system or device’s
currently assigned site. If you have created additional data centers in
that site, you can change the data center assignment for systems and
devices. See“Refining Physical Locations” on page 89 for specifics.

Grids

You can further optimize the device walk-though order in each data
center by creating data center “grids” (that have a walk-through order)
that you can then assign to systems and devices. Each data center grid
represents a physical location (such as a grid tile). It has a unique
walk-through “order key,” which determines the order in which operators
are to proceed around the data center during premount jobs.

There are two ways to add or edit grids:
= while adding or editing a data center, add or edit a grid

= while adding or editing a site definition, import data center grid
information by bulk file import (see “Bulk Configuration File Import”
on page B-213)
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Security Management

Security management is centered around a flexible, user-roles-based
scheme. There are two basic kinds of users:

= product administrators
= remote accounts

You can access users in a variety of ways:

e From d obal Configuration Options > Security
Management or the User s tab, or from the Renot e Account s tab on
the d obal Configurations Options > Server Paraneters
screen. These are the only points from which you can create or view
top-level administrators. You defined an initial top-level
administrator on installation; edit the initial administrator or add
new ones with these screens.

e Fromthe Site Configurationscreen, the User s tab and Renot e
Account s tab give you site-level access to users. You cannot view or
add top-level administrators from these tabs. You can only edit or add
user roles to a site-level user for the current site.

See “Users” on page 57 for additional information about creating users.

Product Administrators

Product administrators can either be top-level or site-level
administrators. For site-level administrators, the user has a role defined
for each site to which they have access. A user may have different roles in
different sites. The roles are listed below

Top-Level Administrator

There must always be at least one top-level administrator. The
responsibilities of a top-level administrator include:

= ability to access G obal Configuration Options and d obal
Obj ect s, and make additions, modifications, and deletions

= full rights to perform any operation for any site
= creates other top-level administrators

= maps unassigned devices to a site in a multi-site Backup Server
configuration
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Site-Level Administrator

A site-level administrator has rights to one or multiple sites and can
view the sites to which he or she has rights. The responsibilities of a
site-level administrator include:

= full rights to perform any site-level operation

= can assign site-level, super operator-level, and operator-level
administrator roles for any site they have access rights to for new or
existing Media Operations users

Super Operator-Level Administrator

A super operator-level administrator performs the day-to-day operations
of Media Operations. He or she can be given access to one or multiple
sites and can only view the sites to which he or she has access. A super
operator-level administrator does not have access to site-specific site
configuration options.

The responsibilities of a super operator-level administrator include:

= performs any site-level daily operation, including premount, vaulting,
scratch bin maintenance, checkout request, exception list, and mount
request functions

= modifies media-level vaulting policies

= overrides media locations

= manually adds new media into manual media pools

« reassigns systems/devices between data centers in the same site

= has read-only access to some site-level information
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Operator-Level Administrator

An operator-level administrator performs the day-to-day operations of
Media Operations. He or she can be given access to multiple sites and
can view information for the sites to which he or she has access. An
operator-level administrator does not have access to site configuration
options. The responsibilities of an operator-level administrator include:

= performs site-level daily operations, including premount jobs,
vaulting jobs, scratch bin maintenance, checkout requests, exception
list actions, and mount requests

= has read-only access to some site-level information

Remote Accounts

Remote accounts are “users” set up for the purpose of giving secure
access to the current Media Operations Server from another Media
Operations Server. This is so that another Media Operations Server can
link to this server electronically when using the current server as an
offsite vendor.

This means the “other” server will have an offsite vendor account
(configured with the name of the current Media Operations Server,
account ID, and password) that matches a remote user account on the
current server. This ensures that any external transit requests (requests
to use the current server as offsite storage and requests to retrieve
previously stored media) received by this server are secure.

When you define the remote account, define which site will be used to
store the media from the other server. The vaults configured on the
designated site are used to store the remote account media.

Each remote account has its own media pools created automatically
when media are received. A media pool is created for each different
media type. For example, if the remote account name is KLAXON, the
pool for LTO media would be KLAXON-LTO.

This allows you to audit what media you are storing currently and Media
Operations is tracking for the remote account. You can look at media
pools information from the global level or from the site level for the site
to which that account is associated. You can also access this information
from the Medi a tab and the Pool s tab on the Renpot e Account s screen.
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Configuring Backup Processes and Objects

Backup processes can be of two types: automatic and manual.

Media Operations deals primarily with media lifecycle components (the
media itself, the media pools, backup specifications, devices, and
systems) controlled and automatically created by Backup Managers.
There are, however, cases where the media and their lifecycle exist
outside the control of the Backup Manager. Media Operations lets you
also manage these “manually created” media.

Automatic Backup

Configuration of automatic backup processes and objects is achieved
through integration with supported Backup Managers. Configuration of
automatic copy processes (such as scheduled copy jobs) and objects is
achieved through integration with those supported Backup Managers
that have copy operation support.

Currently HP OpenView Storage Data Protector 5.1 and 5.5 have copy
operation support in Media Operations.

There are two ways of integrating with Backup Managers:

= The XML Gateway links Media Operations directly with supported
Backup Managers (such as HP OpenView Storage Data Protector).
This interface provides fast response time, because it is a
request-response type of interface rather than polling. It does not
require any complex communication path setup, because it runs over
a standard HTTPS connection, which normally passes through
firewalls without any special configuration. The XML Gateway is the
communication component of Media Operations; it passes requests to
the Backup Managers and receives responses from them. This allows
it to initiate device actions (such as device scans, media initialization,
and library load/eject of media) through the Backup Manager.

= The XML file import interface is an alternative interface method (see
“External Interfaces” on page B-199 for details) that allows
integration with other types of Backup Servers not supported by the
XML Gateway.
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Automatically created backup components cannot be deleted from Media
Operations while they still exist in the Backup Manager. Also, the
attributes generated by the Backup Manager cannot be edited.

Manual

When you model your manual backup environment, you are doing it on a
system-by-system basis. This implies that each system (or piece of a
system, such as a directory or volume) must have its own manually
created backup specification that represents the manual backup process
for that system.

Process Flow — Manually Created Environments
= Create the media resources:

1. Manually create a media pool. You can do this from the d obal
nj ects > Medi a Pool s list (if you are a top-level
administrator) or the site-level Medi a Pool s list (if you are a
site-level administrator). Specify the media characteristics of the
pool; media type (such as LTO), media compression type (such as
LTO-1), and, optionally, barcode labelling policy.

2. Manually create media within the pool. (You can only add media
from within the pool.) You can do this from the Medi a tab of the
Medi a Pool s Add/ Edi t screen. Media created in this way
acquires the characteristics of their parent media pool.

= Model the backup for the system:

1. Manually create the system (if the system has not been created by
a Backup Manager). You can do this from the d obal Obj ects >
Syst ens list (if you are a top-level administrator) or the site-level
Syst ens list (if you are a site-level administrator). Specify the
characteristics of the system, such as data center and grid
location, in the site to which you assigned the system.
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2. Manually create devices to be used for this manual backup process
(if the devices to be used for the system you are modeling have not
been created by a Backup Manager). You can do this from the
G obal Obj ects > Backup\ Restore Devi ces list (if you are a
top-level administrator) or the site-level Backup\ Rest or e
Devi ces list (if you are a site-level administrator).

Specify the characteristics of the device, such as host system
(manually created devices can be associated with automatically
created systems), media pool, and device type. (Device type must
match a manual pool in the same site as the device.)

For SAN-connected devices that may be visible to multiple device
hosts, you can configure separate drives to represent the different
logical views of the device. Where there are multiple drives
configured for a device, the device host is based on the drive that is
flagged as the master.

3. Manually create a backup specification identifying the system
being protected, drives to be used, and media pools from which to
draw media. Manual backup specifications must also define the
retention/protection period of the media. You can do this from the
G obal Obj ects > Backup Specifications list (if you are a
top-level administrator) or the site-level Backup
Speci fi cati ons list (if you are a site-level administrator).

If you are creating the backup specification from the site level, the
drives you associate with the specification must be in the same
site as the specification. If you are creating it from the global level,
the specification’s site is set based on the first drive you associate
with the specification. All drives thereafter must be from the same
site. The pools associated with the drives must be manual pools
that match the drive media type and must be in the same site.
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Implementing the Manual Backup Process

As part of a media’s lifecycle, it goes from being scratch to being used by
a backup. There are two basic methods for managing this part of the
lifecycle for manual media:

= When you are editing manual media, click Mar k as Used and Mar k
as Scrat ch under the Vaul ti ng tab on the Medi a screen. Clicking
Mar k as Used lets you specify the date of use and the relevant
backup specification. Clicking Mark as Scrat ch lets you force a
piece of used manual medium to return to scratch status.

= You can use the Reacti ve Mount command line utility to create a
reactive mount job for a manual backup specification. When you mark
that job as complete, the media selected for that job are marked as
having been used by that backup specification.

Manual backup specifications are not currently supported by scheduled
premount jobs.

Backup Managers

A Backup Manager is the product that controls backup functions (such as
HP OpenView Storage Data Protector). Media Operations interacts with
Backup Managers to track and provide for media use.

See “Editing a Backup Manager” on page 63 for instructions on adding a
Backup Manager. When adding a new Backup Manager, include a
definition of the sites that contain its backup/restore devices. (This
option returns an error when no sites are defined.)

The Media Operations integrates with the Backup Manager in two ways:

= integration via the XML Gateway (available for supported Backup
Managers)

= integration via XML file import (Backup Manager type “Other”)

See “Backup Manager Integration” on page 6 for an overview
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XML Gateway Interface

Install the XML Gateways before you configure the Backup Manager.
You should consider your environment carefully before deploying the
XML Gateway. See Figure 1-2 on page 7 for a representation of
deployment options. The XML Gateway can be installed on a variety of
server platforms, such as Microsoft Windows, HP-UX, or Solaris.

For optimum Media Operations performance, install an XML Gateway
on each Backup Manager System. However, if this causes Backup
Manager performance concerns, you can put the XML Gateway on other,
preferably dedicated, servers. In this configuration, you can group the
XML Gateways, allowing Media Operations to dynamically balance the
request load and to failover transparently to a surviving XML Gateway
should an XML Gateway fail. (The failed XML Gateway is re-integrated
in the group when it returns on line.)

Finally, you can install the XML Gateway on the Media Operations
Server System. This is recommended only if the server is a
multiprocessor system or for small configurations.

With NetBackup, the gateway should always be present on the Master
Server.

If you use HP OpenView Storage Data Protector or HP OpenView
Omniback’s Manager-of-Manager configuration and you add a Backup
Manager Server that is part of the Manager of Managers (MoM), the
Backup Manager and all the systems in its corresponding Media
Management Database (MMDB) cluster are added automatically.

Monitoring XML Gateway Communications When you add a
Backup Manager, a baseline synchronization runs. If there are any
communications problems between the XML Gateway and the Backup
Manager, they are revealed during the synchronization. The issues are
noted onscreen and/or in the log.

Any errors that occur while parsing the extensible markup language
(XML) received from the XML Gateway are written to the alert logs.
See “Viewing Alerts” on page 161 for more information.

If you want to test synchronization or force an update, you can do this by
clicking Manual | y Synchr oni ze under the Pol | i ng tab on the Backup
Manager screen.
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Clicking Hi st or y displays a list of all previous communications from the
Backup Server to the XML Gateway. This list is simply a log of whether
the request from the Media Operations Server successfully reached the
XML Gateway. This is used to diagnose communications problems
between the Media Operations Server and its XML Gateways.

Figure 3-1 Server Parameters — XML Gateways Screen
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You can monitor the XML Gateway job queue by clicking the XM
Gat eways tab on the Server Par anet er s screen. You can view active
jobs and pending jobs. In addition, you can cancel pending jobs if needed.
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XML Gateway Groups If you have installed the XML Gateway
anywhere but on the Backup Managers, configure XML Gateway groups.
You can create or edit XML Gateway groups from the | nf o tab on the
Add/ Edit Backup Manager screen or the XM. Gat eways tab on d obal
Par ameters > Server Paraneters.

Add more than one XML Gateway to a group to activate load balancing
and failover.

Media Operations can communicate with the XML Gateway group using
the proxy settings defined for that group. This makes it possible for the
Backup Manager, its XML Gateway, and the Media Operations Server to
be in separate networks separated by a firewall.

Media Operations supports the following proxy types: SOCKS4 basic,
SOCKS4 with username/password, SOCKS5 with username/password,
and HTTPS Web Proxy. These proxy parameters are used for all
communications to the XML Gateway group.

If you install the XML Gateway on the Backup Manager, you can select
Use Backup Manager as XM Gat eway. You do not have to create an
XML Gateway group. However, the XML Gateway group is required for
support of a proxy connection from the Media Operations Server to the
XML Gateway.

Polling Schedule The polling schedule defines when during the day
the configuration information is extracted from the Backup Manager
through the configured XML Gateways. You can create or edit a polling
schedule from the Pol | i ng tab on the Add/ Edi t Backup Manager screen
if you have XML Gateway selected as the interface type.

Because the polling schedule is used to synchronize the Media
Operations configuration with the Backup Manager, you need to tune the
schedules to match your backup processes.

Media Operations polls for four reports:

= Configuration Report: The configuration report contains the
Backup Manager, media pools, devices, and backup spec information.
There must be at least one Configuration Report event defined in the
Backup Server polling schedule.
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= Device Scan: This event scans the media contents of all devices on
the Backup Server. This event performs library barcode scans for
every barcode-capable tape library on the Backup Server and will
perform a media scan on all stand-alone tape drives, every library slot
(except cleaning slots) in a non-barcode capable libraries, and every
slot containing “blank” or “unknown” media in a barcode-enabled
library. This scan should be scheduled to run (and finish) before the
premount calculation process starts (see the | nf o tab on the @ obal
Configuration > Server Paraneters screen for this time), so
that it can accurately determine how much scratch media are
required and what to unload. Also, it should be scheduled to run after
all the premount jobs have finished, so that the Backup Manager is
aware of the new scratch media in the devices.

= Full Media Information: This is a list of all media in a Cell
Manager. There must be at least one Full Media Information event
defined in the Backup Server polling schedule.

= Incremental Media Information: This is a list of all media in a
Cell Manager that has been used since the last full or incremental
Media Information event. This report includes usage information
about what backup specifications have used the media in the report,
allowing Media Operations to associate media with backup
specifications and the systems protected by the specifications.

XML File Import Directory

If the Backup Manager type is O her and the XML Gateway group is set
to None - File Polling, the Backup Server definition includes a

Pol |'i ng tab that is used to set a unique directory on the Data Protector
Server. This directory is used for the XML File Import interface for the
specified Backup Server. The Data Protector software monitors this
directory for any new incoming files and imports each new file detected.
It automatically updates the Data Protector Database from information
in the file.

You can change the polling frequency for this directory from Q@ obal
Configuration Qptions > Server Paraneters.

If the XML format of the incoming files is incorrect (for example, tag
ordering in the DTD is ignored by the external interface provider) or if
the Backup Server name encoded in any incoming files does not match
the defined Backup Server name for that file-passing directory, the
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incoming file is ignored.

Any errors that occur while parsing the extensible markup language
(XML) are written to the alert logs. See “Viewing Alerts” on page 161
for more information.

Database Backup

The Data Protector Server must be protected by a tape backup scheme to
protect against loss of the Data Protector Database information in the
event of a disaster or a failure of the Data Protector Server System.

Go into the Media Operations Server console to configure and schedule
backups of the server database. See the server’s online help for more
information.

The server backup process creates a copy of the server database files. It
is strongly recommended that you include the server backup files in your
tape backup scheme.

Tuning Backup Objects

This section discusses various methods of “tuning” or optimizing backup
objects. There are two basic approaches:

= refining the physical locations of devices and systems

= refining the media compression types for pools to ensure accurate
premount job estimates for the amount of required scratch media

Refining Physical Locations

You configure data centers so that you can optimize premount jobs.
Operators can perform the premount jobs more efficiently when the
premount walk-through is grouped in a logical order by physical location.
(In other words, the premount job is faster and more efficient if the
operator is following the shortest/quickest path from device to device.)

Any system or device (whether automatically or manually created) is, by
default, placed in the default data center for the system or device's
currently assigned site. If you have created additional data centers in
that site, you can change the data center assignment for systems and
devices. Also, if you created data center grid locations for a data center
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and assign a system or device to the data center, you can also specify its
grid location.

You can modify the locations for systems and devices by going to G obal
nj ects > Backup/ Restore Devices,d obal Objects >

Syst ens, or Backup/ Rest ore Devi ces and Syst ens at the site
level and edit the system or device to be tuned.

If the systems and devices are assigned to a Backup Manager, you can
also edit them from the Devi ces and Host s tabs on the Edi t Backup
Manager screen.

Finally, you can import system grid locations under the | nport tab on
the

Site Confi gurati on screen. Once you have imported the system grid
locations, any devices attached to those system automatically inherit the
host system’s grid location.

Refining Media Compressions

All device and media objects have a media compression attribute (such as
LTO-1 for a basic LTO media type). By default, the smallest media
compression is set in all automatically created pools and devices.

The media compression attribute for media pools is essential to
estimating scratch media needs correctly during premount jobs.

Leaving the attribute in its default setting results in the premount job
significantly overestimating the amount of media needed.

You can modify the compressions for pools and devices by going to

G obal Obj ects > Backup/ Restore Devices,dobal hjects >
Medi a Pool s, and Backup/ Rest ore Devi ces and Medi a Pool s at
the site level and editing the pool or device to be tuned.

If the pools and devices are assigned to a Backup Manager, you can also
edit them from the Devi ces and Pool s tabs on the Edi t Backup
Manager screen.

Adding and Modifying Media Types

Media Operations contains a set of predefined media types and media
compressions for most current tape technologies. You may, however, need
to add to or modify these types.

If you add a media type to Media Operations that is not one of the
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predefined types and you are using a supported Backup Manager or the
XML File Import interface, Media Operations automatically creates the
basic media type. The administrator, however, must create the new
compression types for the new media. Also, if the new media type does
not match an existing vault slot type, configure a new vault slot type.

You can do this from @ obal Confi guration Opti ons > Medi a Types
and Conpr essi ons.
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Defining Policies

There are four basic types of media policies provided to enable you to
manage your physical media processes.

= Configuring Media Vaulting Policies: The media vaulting policy
defines how long media is retained in the various device, onsite vault,
and offsite vault locations.

= Configuring Scratch Media Policies: The scratch media policy
defines “premount jobs” that manage the loading of new scratch
media into the backup/restore devices for future backup jobs and at
the same time remove from the devices any media that need to be
vaulted (based on the vaulting policies).

= Server Parameters: The schedule settings indicate when processing
for vaulting, scratch, and premount jobs runs.

Configuring Media Vaulting Policies

Vaulting policies are the rules that govern what happens to a piece of
medium after it has been used for backup. The policies that are
configured in each site are built on the framework of global vaulting
policy templates. You can deploy these policies in a site at various levels
to control which media in that site are affected by which policies.

If you modify a template, the modification applies immediately to every
vaulting policy to which the template was originally applied. This saves
you from having to make the policy modification multiple times to every
place the template is applied. Every vaulting policy template is defined

in terms of:

“Media Vaulting Policy Hierarchy” on page 93
“Basic Vaulting Policy Concepts” on page 94
“Vaulting Templates” on page 95

“Active Vaulting Policies” on page 95

“Defining Barcode Labeling Policies” on page 98
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Media Vaulting Policy Hierarchy

Default Site-Wide Vaulting Policy Whenever a new site is created,
define a default vaulting policy that is used as the default policy for all
new media pools that are created in that site. This policy is configured on
the Site Configurati on screen. See “Vaulting Policies” on page 50 for
an example.

< You need to first create any onsite vaults or offsite vendor locations
that you will use in the site-wide vaulting policy before this policy can
be applied.

= If a site-wide vaulting policy is modified, you are given the option of
applying this policy change to any media pools that are still using the
old default policy and, if there is any media in those pools, you are
also given the option of applying the new policy to those media. (By
default, the policy change only applies to new media in the pools
affected by this change.)

= The site-wide vaulting policy cannot be deleted.

Media Pools All pools have a vaulting policy defined that applies to all
the media in those pools. This is configured on the Edit Medi a Pool s
screen.

= If a pool-level vaulting policy is modified, you have the option of
applying this policy change to existing media for the media pool.

Backup Specifications You can define a vaulting policy that applies
to a specific backup specification (and thus apply to all media used by
that backup specification). This can be used to define vaulting policies for
media that contain critical data (based on the backup specification used
to backup that critical data) and thus require different vaulting policies
to the more general pool-level policies. This can be configured via the
Edit Backup Specifi cation screen.

= Any policy set at this level of the policy tree overrides any pool-level
policies.

= If a backup-level vaulting policy is modified, you have the option of
applying this policy change to existing media used by the backup
specification.

= When a backup specification uses devices in multiple sites, you are
prevented from setting a backup-level policy for that backup
specification.
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Systems You can define a vaulting policy that applies to a system (and
thus apply to all media used by the backup specifications that reference
that system). This can be configured on the Edi t Syst ens screen.

= Any policy set at this level of the policy hierarchy overrides any
backup-level and pool-level policies.

= If a system-level vaulting policy is modified, you have the option of
applying this policy change to media associated with that system.

Single Pieces of Medium On the Edit Medi a screen, you have the
option of overriding the vaulting policy set by the hierarchy. While that
override is in place, the media are protected from any policy changes at
higher levels.

Vaulting Policies for Copy Media For any media that belong to
Backup Managers that support copy operations (such as Data Protector
5.1 and 5.5), you can define different vaulting policies (at the site, pool,
backup specification, and system levels of the policy hierarchy) that
apply to copy media.

For example, in pool AB_PROD, you can set Policyl as the primary policy
for that pool and Policy2 as the policy for copy media for that pool.
Therefore, any media used for backups in that pool will have Policyl
applied to them and any media that are copies will have Policy2 applied
to them. If you have applied a policy to an object in the hierarchy, but you
have no copy policy defined, all media for that object, including copies,
will have that objects primary policy applied to them.

Basic Vaulting Policy Concepts

Vaulting policies are comprised of a series of vaulting cycles. Each
vaulting cycle describes which day, after the media were used, to move
the media and where to move them. Vaulting cycles then combine to
provide a time-based scheme for the media’s progress through their
scheduled vaulting locations.

Typical vaulting locations include a vault in the media’s home site, a
vault in another site on the same server, or an offsite vendor location.
The type of location required depends on how secure or protected against
disaster the media should be and how quickly you want to be able to
retrieve them.
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Vaulting Templates

Media Operations uses templates as a framework for creating active
vaulting policies in each site. The templates define one or more vaulting
cycles, but the specific locations inside each cycle are not final because
these are site specific. For example, a vaulting cycle in a template that
defines the media to be moved to an offsite vendor will not have the
offsite vendor and account defined because these are different for each
site.

Six vaulting templates are predefined in the Data Protector Server.
These templates provide a starting point for vaulting policies for
non-expert administrators. These modifiable templates provide a
starting point for vaulting policies.

The default templates are as follows (see “Vaulting Policies” on page 50
for details):

= No Vaulting, Low Media Security

= Onsite Vaulting, Low Media Security

= Onsite Vaulting, Medium Media Security

= Fast Recovery Access, Low Media Security

= Medium Recovery Access, Medium Media Security
= Slow Recovery Access, High Media Security

These default templates are modifiable and deletable by the top-level
administrators, who can also add their own vaulting templates. The
templates are accessed through G obal Obj ects > Vaul ting
Tenpl at es.

Active Vaulting Policies

To apply a policy to an object, the policy must exist in your site. So, the
first step in applying an active policy is adding it to your site. You can
add active vaulting policies through Add/ Edi t Pool s, Add/ Edi t Backup
Specs, and Add/ Edi t Syst ens screens. You can also add policies under
the Vaul ti ng Pol i ci es tab on the Site Configurati on screen.
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Adding Vaulting Policies The first steps are to choose a nhame and a
template for the policy. Choosing a template constructs the framework of
the vaulting cycles. Next, edit the vaulting cycles to complete their
configuration, which normally represents finalizing the destination
options for each vaulting cycle in the policy.

1.

If the vaulting policy destination is an offsite vendor, choose the
offsite vendor and which of your site’s offsite vendor accounts to use.

If the vaulting policy destination is a vault, you can leave it at the
default destination or specify another site on your Media Operations
Server to store the media.

You might want to alter the Day Nunber value, which represents the
number of days after the vaulting policy started before you move it to
the destination in this vaulting cycle.

If the No Lat er Than day number is set to zero, but your backup
jobs straddle two days, the vaulting job service level agreements
(SLAs) may not be achievable. (For example, the media are only
available from the backup after the shipment for the offsite vendor
has left.) In this case, you can set the day number to two days and use
No Later Than to keep in compliance with the SLA.

This option puts some flexibility into the SLA. For example, if the
media are not available in time for the first day’s shipment to the
destination vault, the media can be manually checked into the onsite
vault (by clicking Manual Vaul t i ng), and when the next day’s
vaulting job is created, it automatically requests that you move the
media from the onsite vault to the destination.

The Opti onal tabon the Vaul ting Job Confirnmation screen
lists all the media that have not yet been sent to their destination but
are within their

No Later Than window.

If the Vaul t When Ful | day number is set to zero, but your backup
job is configured to append the current day’s incremental backups to
the previous day’s incremental media still in the device, the
appending scheme will not work, because the media will be vaulted
immediately after they are used for backups. In this case, you can set
Vaul t When Ful | , which will vault the media when they have
reached their vaulting day, if the media contains a full backup or the
media are physically full (for example, no more backups can be
appended to those media). For example, if you set the Day Nunber to
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five and enable Vaul t When Ful |, this will retain incremental
media in the device until they have been filled up or are more than
five days old.

The Opti onal tabon the Vaul ti ng Job Confirmati on screen
lists all the media that have not yet been sent to their destination but
have a policy with the Vaul t When Ful | enabled and have become
full since the vaulting job was created.

6. Use Cont ai ner St or age to define whether to enforce
container-based media movements when moving media to and from
offsite locations. For example, if your offsite vendor requires you to
send media in locked containers, you can support this. You can create
container objects using the global or site-level Medi a Cont ai ners
list by clicking Add. You can also create containers in your media
movement jobs (specifically, vaulting, scratch bin, and checkout
request jobs).

7. UseVaul ting Days to define which days you can ship media to their
destination location. Some vendors put restrictions on which days
media can be shipped to them.

Selecting Vaulting Policies Once you have added the policy, select the
vault policy from the Vaul ti ng Pol i cy list for the object to which you
are applying the policy.

If the application of the new policy changes the object from a previous
policy, the change is implemented only when you save your changes by
clicking OK. If there were media associated with the old vaulting policy
on that object, you would be prompted to apply the policy to existing
media, as well as new media, or apply the policy just to the new media.
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Viewing Active Policies Many of the backup objects list which
vaulting policies are currently configured for those objects. However, if
you want to find all the objects that are using a policy, you can edit the
policy and look at information listed under the Pool s, Syst ens, Backup
Specs, and Medi a tabs. You can edit the active vaulting policies through
the Edit Pool s, Edit Backup Specs,and Edit Systens screens.
You can also edit the policies under the Vaul ti ng Pol i ci es tab on the
Site Confi gurati on screen, which shows a list of all the vaulting
policies used in that site.

Defining Barcode Labeling Policies

If you are printing your own barcode labels, there is an option to define
barcode labeling policies to provide better identification of a piece of
medium from different media pools. Edit Medi a Pool s > Bar code
Pol i ci es allows you to define a barcode labeling scheme for a specific
media pool.

Bar code Label i ng allows you to set a prefix code and a number range
for a barcode string from 6-9 characters (default is a 6 character
barcode). You can set a character prefix (up to “barcode length -1”
characters) and a number range (barcode length minus prefix length).
The choice of how many prefix characters depends on how many pieces of
medium you expect to label in the selected media pool (or group of pools).
The number range can be defined as:

= Barcode Labeling
e M xed Nuneric/Characters

e Extended Nuneric

Barcode Number Sequence

You can set a 6-character barcode policy for media pool DATABASE to
have a DB prefix and be numbered as Nunber Onl y from 0000-9999.

Printing Barcodes If you have a supported barcode printer attached
to the Media Operations Manager system, you can print a range of
barcodes from the Bar code Pol i ci es screen and also reprint a single
barcode for a piece of medium from the Edi t Medi a screen. Additionally,
you can save the list of barcodes to a file (from the Bar code Pol i cy
screen) for easy export to third-party barcode label printing software.

When any new barcode labels are printed for a specific media pool or free
pool group, they comply with the barcode labeling policy for that media
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pool and start new labels from the next available number.

Configuring Scratch Media Policies

As well as providing policies to vault media from devices to onsite or
offsite vaults, you have the ability to manage scratch media policies that
load new scratch media into devices to use for future backup jobs. The
scratch media policies are based around premount jobs, which calculate
how much scratch media are required in a device and when to meet the
needs of a specified list of backup jobs.

You can define a single default premount job that tells the media
operators how much of all the different scratch media types is needed in
every device for all the backup jobs in a site, or you can define multiple
custom premount jobs to split your scratch media operations across
multiple sets of backup jobs. The premount jobs to load scratch media
into devices are used to dismount media from those devices for vaulting.

Configuring Premount Jobs

Every premount job defined in the Media Operations Server is specific to
a single site and has a set of backup specifications and copy
specifications from the site assigned to it. Every automatic backup
specification and copy specification in a site is assigned to a premount job
in the same site, and you cannot assign a backup specification or copy
specification to multiple premount jobs in the same site.

You can edit or add premount job schedules from the G obal bj ects >
Premount Schedul es or from Prenount Schedul es at the site level; you
can assign backup specifications to premount jobs from the Edi t Backup
Speci fi cati ons screen and you can assign copy specifications to
premount jobs from the Edit Copy Speci fi cati ons screen. You also
have the option of bulk assigning multiple backup specifications to a
specific premount schedule by clicking Assi gn to Prenount on the
Backup Speci fi cati ons screen, and you can bulk assign multiple copy
specifications to a specific premount schedule by clicking Assign to
Prenount on the Copy Speci fi cati ons screen.

Media Operations does not currently support manually created backup
specifications in premount jobs. You can either mark manual media as
used or scratched through the Edi t Medi a screen, or you can use
reactive mount jobs.
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The premount job manages the scratch premount processes for every
backup and copy specification assigned to it. The premount processes are
arranged around backup/copy specification objects (rather than devices),
because a backup/copy job can use multiple tape libraries or standalone
drives that all need to have the appropriate scratch media loaded before
the job starts. Otherwise, the job will not run.

Each site has a default premount job that cannot be deleted. By default,
all backup/copy specifications in the site are assigned to this job. Create
additional premount jobs if you want to segment the scratch media load
across data centers or times of day.

Each premount job has a schedule that applies to all backup/copy
specifications assigned to that job. The schedule specifies what days to
run mount and dismount operations, and the start, warning, and due
times. You can configure a premount job to dismount media to be vaulted
from devices even if there are no mount operations on that day.

Tuning Scratch Media Levels

Media Operations automatically calculates required scratch media levels
for each premount job based on backup specification schedules, historical
backup sizes, and the media compressions defined for the pools in the
backup specification. If the Backup Manager does not provide history,
you can set the schedule manually and you can set the average backup
sizes. These values are overwritten if the Backup Server begins to
provide historical average size data.

You can optimize the scratch media levels by editing the backup
specifications and, under the Dri ves tab, configuring the percentage
allocation of scratch media for each drive in the specification. Normally,
scratch media are distributed equally across all the drives (for example,
if there are two drives, each gets 50 percent). However, if your backup
jobs consistently require more media than the premount job is providing
(for example, if the rate of data growth outstrips the historical data), you
can adjust the allocation numbers to compensate. You can also adjust the
balance across multiple libraries within the same backup specification.

Understanding Reactive Mount Requests

An ad hoc mount request is triggered by a Media Operations utility
(using a command line program). These jobs react to an unforeseen
demand for backup media by loading scratch media into a specified drive.

See “External Interfaces” on page B-199 for details.
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Server Parameters

The Server Par anet er s screen allows you to tune the start times of
the daily media movement jobs, define how much audit history is
retained in your database, and define the maximum numbers of
scheduled Backup Manager synchronization jobs.

Server Parameters — Info Screen

| Server Pasameters ]
[5)’] Media Operations Server Parameters
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05100 Start Mow Lty Shart Nowe I 053010 Shart Nowe I
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[ Eil ] 30 [ [ 5

You can adjust the vaulting, scratch, and premount processing start
times under the | nf o tab on the Server Paranet er s screen.

e Default Vaulting Job Start — This is the time of day that the
process to create the days vaulting job is performed.

e Default Prenmount Job Start — This is the time of day that the
process to create the days premount job is performed. (Note) this is
not the time that the premounts start running, but is the time that
the contents of the days premounts is calculated.

e Default Scratch Job Start — This is the time of day that the
process to create the days scratch job is performed.

e Daily Metrics Start — This is the time of day that the process to
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create the days activity metrics is performed.

e Additional Scratch Buffer — The additional scratch buffer
percentage defines a global adjustment to all premount job
calculations.

e XM. Gateway Job History Retention Period (Days) —
Defines how long entries in the XML Gateway job history log are
retained, from 1-180 days.

e Media Job History Retention Period (Days) — Defines how
long entries in the media transit job history log are retained, from 1 to
730 days.

e Mn Media Audit History Myvenents — Defines the minimum
number of media movements to be retained in the media audit history
for any piece of medium.

e Alert Log Retention Period (Days) — Defines how long
entries in the alert history log are retained, from 1- 180 days.

e File Polling Frequency (M ns) — Defines how often to check
for new files (in minutes).

e Max Debug Log Size (MB) — The level of message that will be
entered into the debug log.

e Debug Log Level — Select Al I for all messages, War ni ng for all
except normal messages, Ser i ous for serious and critical messages,
and Critical for only critical messages.

e Maxi mum Concurrent XM Gateway Requests (5-30) — (First
box) Maximum number of XMLGW report jobs (such as config info,
media info, and so on) that can be running at one time. (Second box)
Maximum number of XMLGW Device jobs (such as device scans) that
can be running at one time.

e Exclude all Backup Specs with Nanes that Start with—
This field provides a method of filtering backup specifications.

e Consolidate Scratch Bin Jobs — Determines whether scratch
bin media jobs consolidate all sources of scratch media to be returned
to a site into a single job (option checked) or whether each source of
scratch media to be returned to a site has its own scratch bin job.

e Maxi mum Bl ank Medi a Scan jobs per devi ce — The maximum
number of blank media scan jobs that can be running at one time.
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Vaulting Jobs

The vaulting job start time defines when the vaulting jobs are created
across all the sites in the Media Operations Server. The job creation time
is also the start time, so the service level agreement (SLA)
measurements are based on this time.

Scratch Bin Maintenance

Scratch bin start time defines when the scratch bin and scratch
initialization jobs are created across all the sites in the Media Operations
Server. The job creation time is also the start time, so the SLA
measurements are based on this time.

Premount Jobs

The premount start time defines when the premount jobs are processed
and created across all the sites in the Media Operations Server. The job
creation time is not the start time; the SLA measurements are based on
the defined start time for each premount job schedule.

There are a few caveats with scheduling and optimizing premount jobs:

O Make sure that the start times in the premount schedule are after the
premount processing start time.

O Make sure that the device scan, if any, scheduled to run prior to
premount runs prior to the premount processing start time (so that
the scan happens before the premount needs are calculated).

Audit History

You can adjust the settings for how much audit history is retained in the
database.

= defines how long entries in the XML Gateway job history log are
retained, from 1 to 180 days

= defines how long entries in the media transit job history log are
retained, from 1 to 730 days

= defines the minimum number of media movements to be retained in
the media audit history for any piece of medium

= defines how long entries in the alert history log are retained, from 1
to 180 days
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Overview

All day-to-day Media Operations required to meet vaulting and scratch
media policies are managed via the Daily Operations section. All daily
operations are site-specific, so you must have access to a site to be able to
perform that site’s daily Media Operations.

This chapter describes the following:

“Job Status Indicators” on page 107
“Premount Jobs” on page 108
“Vaulting Jobs” on page 115

“Scratch Media” on page 124
“Checkout Request (COR)” on page 137
“Exception” on page 143

“Mount Request” on page 144

“Manual Vaulting Jobs” on page 146
“Viewing Job History” on page 147
“Web Interface” on page 149
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Figure 4-2
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Job Status Indicators

There are three levels of job status indicators. The status indicator shows
whether the vaulting policies defined in the vaulting policy hierarchy for
that site are being met.

= red = overdue job — critical status job is now recorded as an SLA
violation

= yellow = warning — approaching overdue time

= green = active jobs that need processing or, on an exception list, it
indicates media in exception status that need to be found

Job Status Indicators

- 3 Boise BLD 25 =
- 3 Daily Operations
& Premount Joos
I3 Vauling Jobs
Scrabch Bin Jobs
) Checkout Regquests
&) Excaption Lists
R Wiour Request
I SLA statuskeparting
Site Confguration
Backupiestone Devices
Systerns
Media Pools
Backup Specifications
Media
Media Contalnes

The indicator shows the overall vaulting status for that site (green for
OK, yellow for warning, red for critical) and the status for each job
category. The job category status is based on the SLA status settings for
each active job in that category. For example, if all of the jobs in a
category are green (active), except for one that is red (critical), the whole
category is deemed red (critical).

Global SLA Status
SLA |ID Starl Duale

1718 121 2002
i 2767 1217102
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Premount Jobs

Premount jobs preload sufficient scratch media into the backup devices
to minimize the amount of scratch media used in devices and prevent
mount requests with scheduled backup jobs. The premount process
involves retrieving sufficient scratch media from the scratch bin,
confirming that the media are scratch and of good quality, and loading
the media into the assigned devices. It also takes the opportunity to
dismount media from the devices needed for that day’s vaulting jobs. The
mount and dismount listings are ordered in the defined data center grid
key for the device. This enables you to make a single pass per job without
having to search for devices in the data center or on the mount/dismount

lists.

Scratch Media Movement

Backup
Restore
Devices

Scratch
Media
Bins

Moving scratch media to
devices for new backups
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Premount Job Listing

To view the list of active premount jobs, double-click Pr emount Jobs on
the site’'s Dai | y Qper ati ons menu on the shortcut bar.

Figure 4-4 Premount Jobs Screen
|;;| Pressound Jobs: Runmng jobs = 5
E
ﬂﬂ Premount Jobs L
SLA |Jon 1D | Schedule Mame |Start Date | Start Time |Site |Due Date  |Oue Time | =
(=] 1140 WWasi Datacentar 0103 070000 Bosse BLD 35 A3 11:00:00
2 1145 EastLibrary 01103 0800:00 Boese BLD 25 M3 12:00:00
L) 1142 Default 0103 0800:00 Bosse BLD 25 M3 12:00:00
x| 1141 EasiDatacentar 0103 080000 Boese BLD 35 A3 12:00:00
] 1300:00 Boese BLD 28

Double-click a job or click Edi t . The Prenpunt Job - Scratch
Li sti ng screen appears.
Scratch Listing

The scratch listing displays the total number of media required from
each scratch bin to complete the mount process.

Figure 4-5 Premount Job — Scratch Listing Screen
™} Boise BLD 25 Premount Jobs: Running jobs = 4 (>
[@ Premount Job =
Job 1D Shait Db Stast Tine D Drate Chus Times
| i Mz [Foam0 [z o
Serach Littg | Confimation | Mount Listivg | Dismount Listirg | Load/Eject Media |
Mema Fool Humber of Media |
ALLTO ]
GE_DLTE 13
HE_DLTS_BCRATCH 62
KE_DLTE_SCRATCH 104
LB_DLT? 18
MA_LTON g
RE_LTO 4
WE_DLT4 18
wg_DLTE 2
rg_DLTA 7

Click Print Scratch Listing toprintahardcopy of the scratch
listing.
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Figure 4-7
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Confirmation

Click the Confi r mat i on tab to go to the Prenount Job -

Confi rmati on screen. This screen allows you to assign each piece of
scratch medium to the specified device in the grid ordering for the data
center. The process also confirms that the media entered are scratch and
of good quality. The cataloging system that controls the media
determines the quality of the media

Premount Job — Confirmation Screen

™ Boise BLDZS Premount Jobs: Funning jobs = 4 kj
m Premount Job
Job D Staut Db Stat Time Dz Dasie Diue: Tirven
[ o [mhans [0-00:00 [izms [:00:00
Sersbeh Listrg Confimation |Ma.rt le.rm| [T Ll:d.rlji Liasd e et Hudu|
Backup Manager M Pool # Rlequied
! |EEI DLTE | 1
Davice Baroods o D escripton
[FO_apope_DLTET | VertyFiece | Skip
Digcriplion |Mudia Barcade |I,|I:'|r:|r31'ﬂ."n'1‘. | d
wWeoTT: WHOTTI BOI_HPCCS3E_DLT4 1
Wa0s95 WHEOSSS BOI_HPCCS4T_DLT4_2
W41 W01 BOI_HPCCS4T_DLT4_2
WEDE4T WHROEAT BOI_HPCCS4T_DLT4 1
WaDEE1 WBDERT BOI_HPCCS4T_DLT4 1
LB_DLTT GKIF BOl_HPCCA4E_DLTT_1
LBO373 LB03T3 BOI_HPCCS46_DLTT 1
LBZE29 LBXE2Y BOI_HPCCETE_DLTT A

LB2T8E LE2TEaE BOI_HPCCETE_DLTT_1

Click Pri nt Mount Li sti ng to print a hard copy of the Pr emount Job
- Confirmation screen. Either barcode scan or type a description of
the medium and click Ver i f y to verify the medium, or click Ski p to skip
the piece of scratch medium.

Confirm (by clicking Ver i fy or Ski p) all required scratch media prior to
clicking Mar k As Conpl et e or you will see the following alert telling
you to confirm the media.

Alert — Confirm Scratch Media
Albert

3 “You careol close this premount job unil wou have confimed [vesified'skipped)

!

H all tha raquuied sorslch made
] ".
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If you click on Print Unknown Medi a, a list of all unknown, foreign and
blank media will be printed.

Mount Listing

Check the Mount Li sti ng tab to go to the Prenmount Job - Munt
Li sti ng screen. This screen displays the devices requiring media, type
of media, and quantity.

Premount Job — Mount Listing Screen

™ Baise BLOZS Premount Johs: Running jobs = 4 (>
("ﬂ Premount Job o
Job 1D Stail Dabe Stat Tina Duse: Dater s Time

I 44 001203 ru?mm M /12403 |ﬁclItlIl

Scratch Listing| Confimation Mounk Listied | Dismoun Listivg | Load/Eject Media |

Mema Pool |raurntier of Media |Davcs |t Center Locatan | ]
KE_DLTE_SCRATCH G 8o_LED_LIBE_1 BLD2s East- -1
Z5_DLTs 1 0318 _lik_1 BLD25 Easl - E-1
KE_DLTE_SCRATCH G B0_8onSAl_LIEE_1 aL02s East- D1
Z5_DLTs 2/ 0_8on158_LIBE_1 BLD2S East- GG-4 J
LE_DLTY 2|80_HPCCETS_DLTT_1 |80 East- V-4
2/80_HPCC A 1 |BLD2S5 East- BBB-4
2|80_HPCCST BLD25 East- FFF-4
2|80_HPCCST BLD25 East- FFF-4
2|80|_HPCC535_DLT BLD25 East- BEB-T
280_HPCC533 L L0245 East- BEB-T
280_HPCCS38_LT4_3 |BLD2S East- BEB-T
HE_DLT3_SCRATCH 2/80_MNAODTAPE_DLTLY |BLDR2S East- BB-T
=5_DLTs 2800 _eh0i0d_LIBE_1 BLD25 East- LT
4 B0_80OHTFS10_0OLTE_1 8025 East- H-7
28001 _hoil 236_0LTa_1 BLD2S East- G-7
4 BO_B0OHTFS11_0LTa_1 8025 East- E-T _'j

MakAsComple | Ok | Cancel |

Fiink Mok Listing

Click Print Mount Li sting to print a hardcopy of the mount listing.

Dismount Listing

Click the Di smount Li sti ng tab to go to the Prenount Job -

Di smount Li sti ng screen. This screen displays all the media in the
devices that you need to remove and place into the holding bin for
manual check in, or that current days vaulting jobs.
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Figure 4-9 Premount Job — Dismount Listing Screen
™ Boise BLDZS Premount Jobs: Running jobs = 4 X
E
[@ Premount Job
Jobs 1D Stait Db Start Tine D Date: e
I 4 [z 07-00-00 [z 15:00:00

Scrstch Listing | Confimation | Mount Listing  Dwemount Leting |Load.-'|:i=:| Hedia |

Descrption |Barcode Labal |Devica Diata Cendar Location i|
KOOI S0265 BOI_xboi0d_LIBS_1 BLDZS East- Z-7
=501 42 w42 B0I_xboi0a_LIBE_1 BLDZS East- 2-7
(LR WEOOTT BO_xboi30_LTO_2 BLDZS East- L-60
=034 WLAD0ES BO_xboi30_LTO_2 BLDES East- L-60
G074 BO_apojack_DLTE_1 |BLDES East- T-63
GBI GRI233 BO_apoack_DLTE_1 BLDES East- T-63
GEarg GROgTa BO_apojack_DLTE_1 BLDZS East- T-63
GBI E GRME BO_apoack_DLTE_1 | BLDES East- T-63
GE004E GHOD4E BO_apojack_DLTE_1 |BLDES East- T-63
GBS0 GR4BI0 BO_apoack_DLTE_1 BLDES East- T-63
GEIEES GRIGIS BO_apojack_DLTE_1 BLDZES East- T-63
GE2910 GRII0 B0_apopie_DLTE_1  |BLDZS East- T-63
el= il GHOBZE BO_apopie_DLTE_1  |BLDZS East- T-63

Click Print Di smount Li sting to print a hardcopy of the dismount
listing.

Load/Eject Media

Click the Load/ Ej ect Medi a tab to go to the Prenount Job -
Load/ Ej ect Medi a screen. This screen enables you to have media
moved into and out of the cartridge access port (CAP) for the library
devices in the mount/dismount lists.

The first time you click Run Mount Cycl e, only a dismount cycle is
performed (which loads the CAP up with as much media allowed that is
listed on the Prenpunt Job - Di snmount Listing screen) and this
dismount cycle will unload from all libraries listed on the Pr emount Job
- Load/ Ej ect Medi a screen. After verification of the dismount, the
removed media are marked off. The second and subsequent cycles
involve selecting the libraries from the list that have had their CAPs
replaced with scratch media. The cycle then loads the contents of the
CAP, verifies the media loaded, and ejects any additional dismount
media until the CAP is either full or all the dismount media have been
removed.
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Premount Job — Load/Eject Media Screen

] Boise BLIZS Fremount Jobs: Running jobs = 4 X
- =
[ m Premount Job
| Job I Shaf Dale Sl T D Dot D Tima
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Scraich Listing | Corfiemation | Mount Lising | Disscunt Listing  Load/Egcl Media |

Dievice |Data Center Loraton | Remaming Losd |Ramaining Ejsct -
BOI_BOIDS03a_LIBE_1 Dratau® Crata Cemter- 10 12
BOI_BOICS03A_LIBS_2 Dratau® Crata Cemtar- 10 11
BOI_BOIDS01A_LIBE_1 BLD2S East- GGG-1 10 12
BOI_BOICES01A_LIBS_2 BLD2S East- GGG-1 |10 ]
BOI_BO04 00_LeEd_1 BLD2S East- Qo-1 4 1
BOl_shoesald_LIBS_1 BLD2S East- -1 2 F)
BOI_LED_LIBEE_1 BLD2S East- -1 b 4
BOI_BOMSAI_LEE_1 aLD2s East- D1 [ ]
HOI_BOM 1 58_LIEE_1 BLD2S East- GG-4 2 a
BOI_HPCCEME_DLTY_1  BL02S East-¥-4 2 F)
BOI_HPCCSAE_DLTY 1 BL02S East- BEB-4 (3 F)

Click Run Mount Cycl e to run the mount cycle.

When performing load/eject operations for all silo-type library devices
(such as ACSLS or DAS), there are several key differences compared to
non-silo libraries:

Configure the ID of the CAP that will be used for all Media
Operations load/unload actions (for example, a CAP ID of “0,0,0”
would be the CAP ID for an ACSLS library 0 CAP 0). You can
configure the CAP ID by editing the silo library device and clicking
the Li br ary tab. Only one CAP ID can be used even if there are
multiple CAPs in the library.

When you click Run Mount Cycl e for the first time, any silo libraries
will eject all media listed on the Prenpunt Job - Di snmount

Li sti ng screen during this first cycle. (On non-silo libraries, it only
ejects one CAPs worth of media.) This means, when you are ejecting
media from a silo library, the recommended process is:

1. Wait for the CAP to be filled and unlocked. Open the CAP. Remove
all the media from the CAP.

2. Close the CAP. (Note) on some silo libraries, you must totally
empty the CAP before closing it, otherwise the library will not
register that the CAP has been emptied and will not proceed to the
next action.

3. If there are more media to be ejected from this library, this
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sequence is repeated until all the media have been ejected from
that library.

You cannot put the scratch media into the silo CAP until after you
have clicked Run Mount Cycl e for the second and any subsequent
times. So, after performing the initial eject cycle by clicking Run
Mount Cycl e for the first time, the recommended process for a full
load/eject cycle is:

1.

Select the silo library from the list on the Pr enount Job -
Load/ Ej ect Medi a screen. Click Run Mount Cycl e.

Go to the silo library and wait for the CAP to unlock. Then open
the CAP and load the required scratch media into the CAP.

Close the CAP. (The load will start immediately.)

After all media in the CAP are loaded, any media still to be
dismounted are automatically unloaded into the CAP. (This will
occur only if there has been a problem in the first mount cycle.)

Wait for the unload to complete and the CAP to unlock. Then open
the CAP and remove media from the CAP.

Close the CAP. (This will complete the load/eject cycle.)

Free/Scratch Pool Handling

Throughout the premount job, if any of the required media pools are able
to use scratch media from a dedicated free/scratch pool, then, whenever
that required pool is displayed in the premount job, its free/scratch pool
is also displayed as an alternative to the required pool. This means,
when you are confirming the scratch media for such a pool, you can
confirm scratch media from the required or free/scratch pool. A
free/scratch pool is defined as an auxiliary source of media for use when
there are no scratch media available in the regular pool.
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Vaulting Jobs
Vaulting jobs consist of:

= vaulting job listing

= confirming a vaulting job

Vaulting Jobs Media Movement

Maving live media to vault
storage for DR protection
Returning media from vaults
to devices for restore jobs
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Vaulting Job Listings

Vaulting jobs are listings that display live/protected media that you need
to vault or transport to a new location. These jobs are automatically
created by Media Operations and are based upon the vaulting cycles
defined and in use by the media.

To view the list of active vaulting jobs, double-click Vaul ti ng Jobs on
the site's Dai | y Qper ati ons menu on the shortcut bar.

Vaulting Job Listing

|§_H1.l|z:l5 BLD 2% Vaulleng Jobs: Hunmng pobs = 74

(@ Media Vaulting O m
Dioubke-clck on a nunning job to view job detal

EXyIT |StanDate  |Start Time | Site |Due Date  |Due Time |Deseription | =
I 120502 055513 120602 09:55:13 Blank Media

0 2504 120EM2 054633 Bolse BLD 25 120702 09:46:33 Blank Media

O BWDE1345 | 120E02 060717 Bolse BLD 25 | 1ZOTMI 100717 Offsile Vaul
O ze03 1207002 055523 Bolse BLD 25 1002 09:55:23 Blank Media

0 2614 120802 055106 Bolse BLD 25 10902 09:53.06 Blank Media
QT2 12002 054843 Bolze BLD 25 121102 094043 Blank Media

O BLWDE1428 | 12002 060913 Bolse BLD 25 | 1ZA102 10:0813 Offsile Vaul

0 2604 1271002 055617 Bolse BLD 25 121202 D956:17 Ofsie Vaul

Q  zEa7 1211002 055620 Bolse BLD 25 121202 09:56:29 Blank Media

([ JEERT 12202 054634 Bolse BLD 25 121202 D9:46:34 Of:ie Vaul

([ JEERTY 12302 0540625 Bolse BLD 25 121401 094035 Ofse Vaul

( JEET 121502 054704 Bolse BLD 25 12M&0I 09:47:04 Of:ie Vaul

[ JEEET 121502 054705 Bolse BLO 25 1ZM&02 09:47:05 Blank Media

Jiii 2761 12ME02 055450 Bolse BLD 25 121702 D9:54:50 Ofse Vaul _J:J

AHCOR | Marudvauing |
B | wper | Himew | pone_|

You have several options from this screen. You can edit a job to view the
Premount Job - Confirmation screen. You can create a checkout
request, manually move media into and out of the vault, import a
vaulting job, and review a history of completed jobs.

e Edit — Click to view the Medi a Vaul ti ng Confirmation screen
(where you can view details of the job and process the requested
media movements), click Edi t or double-click the job.

e Add COR— Click to create checkout requests to remove media for
restores, DRP sessions, special projects, and so on. See “Checkout
Request (COR)” on page 137 for additional information.
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e Manual Vaulting — Click to submit a manual vaulting job. See
“Manual Vaulting Jobs” on page 146 for additional information.

= I nport — Click to import vaulting job request from the remote
accounts. This is used to create jobs that were not automatically
created on the system due to a communication error or access issue.

= Hi st ory — Click to view completed checkout request jobs for audit
reviews or to resend any completed checkout request job to an offsite
vendor. You can reprint the media destination details for a completed
vaulting job (for example, the destination vault name and vault slot
for each piece of medium). See “Viewing Job History” on page 147 for
additional information.

Vaulting Job Confirmation

Select a job and click Edi t , or double-click a job to edit. You will see the
following screen.

Figure 4-13 Media Vaulting Confirmation — Required Screen
| Boize BLD 25 Vaulting Jobs: Running jobs = 12 &
[ﬂ Media Vaulting Confirmation
Feaquied | Dptional |
Jan D Dt Time Destristion
[ [FATAE [EsEE [Boiz= Main Sk= BLO S
Teansk Contairer 1D Bacode o Descsiplion
I [ _ VeiiyFiece |
Pending Madia a7 Wenilied Media 7
Diescriphion |Barcode Labed | Location - Descripion | Barcode Label | Container :-‘
ABDO4D ABODED Holding Bin M
ADDEE!  ABDERT Divice - BOL_b | ABOOST | ABODGY
ABDADE  ABDEDS Device-BOLE |~ ABO0SZ  ABODSZ
ADIS2E  AB1SEE Device-B01 B | — (AD0114  ABD114
GROZAS GB033S Divici - adkoel AE0220 ARDIR0
GRI00S GE1005 Divici - adkol BE0ZET
GR30E2 GRANED Divici - adkol ME0A0E ABRDINE
HEOSTT  HE0STT Hedding Bin ABDA1E ABDIIE
HE1Z96  HE1296 Hedding Bin ABO3ATO | ABDITO
HE1803  HE1403 Hedding Bin ABD3IZY | ABDING
KBOOZT  KBODAT Hedding Bin ADD446 | ABDA4E
KBOOES  KEDOGS Hedding Bin ADD454  ABDAS4
KB14T1  KE14TH Divice - BOI_B _Ei ADnaTa _,l!
EB1280 EBi1820 Cirngibe Vaull Mi «
I i I _..l_l Move io Cortsiner....
ViewSources | Frint Aemaining | Mtk iz Camplete 0k | Concol |

I e[
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The steps for confirming a vaulting job are:

1. Retrieve required media. The media in the Pendi ng Medi a list are
the media required for this job. Retrieve the media from their current
locations. You can see the media’s location on the Pendi ng Medi a
list.

= However, the media could be coming from multiple source
locations. So to view you required media on a source-by-source
basis, you can click
Vi ew Sour ces. From here, you can print a list of the required
media from any of the sources and see the status of the media
movement from each source location. When you are done printing
the current source locations of the required media, click Done to
return to the Prenount Job - Confirnation screen.

=« If media in the Pendi ng Medi a list are highlighted in red, they
were marked as exceptions at the source site. This only occurs if
there is an electronic link to the source site. (For example, if the
source site is another Media Operations Server or it is an offsite
vendor with the electronic status reporting enabled.)

= Atany time, you can click Pri nt Renai ni ng to print only the
media still pending. This allows you to print a sublist of only the
missing media.

2. Verify the requested media were found. After the media are retrieved
from their current locations, either barcode scan each piece of
medium, type the number and click Veri fy Pi ece; or select the
medium in the Pendi ng Medi a list and click >>. If the medium is
prematurely verified, select it in the Veri fi ed Medi a list and click
<< to return it to pending.

3. Perform interim vault loading. If your vaulting job destination is a
vault (as opposed to offsite vendor), you have the option of loading the
currently verified medium into the vault without having to mark the
whole job as complete. This is accomplished by clicking Vaul t
Confi r m It allocates vaults and vault slots to that individual
operator’'s unallocated verified media. The vault destination details
are then printed.

4. Mark the job as complete. After all media are accounted for, or to
move the missing media to exceptions, click Mar k as Conpl et e. You
are asked if you want to exception any missing media. If you say no,
the confirmation will be cancelled and you are returned to verify the
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remaining media.

5. Print out media destinations. When you have successfully marked the
job as complete, you see a print dialog. On accepting the print dialog,
you get printouts detailing the destination locations for all of the
media you have verified for this job (for example, the destination
vault name and vault slot for each piece of medium). If for any reason
the destination print out fails (for example, the printer runs out of
paper), you can reprint this destination information by clicking
Hi st ory on the job list.

6. Wait for offsite completion. For vaulting jobs sending media to an
offsite vendor that has an electronic status link (for example, if the
offsite vendor is another Media Operations Server or it is an offsite
vendor with the electronic status reporting enabled), then, when you
mark the job as complete, the job will remain visible on the job list,
because it is waiting for the job to complete at the offsite vendor. You
can still view the vaulting job, but you cannot make any changes to
the job. The vaulting job is automatically closed when notification is
received from the offsite vendor that the job is completed; however,
you can click Mark as Conpl ete at Desti nati onon the
Prermount Job - Confirmation screen if you want to manually
close the job.

For offsite vaulting jobs, click the Opt i onal tab to add media to the job
from the data center or holding bin that are within their “move by”
vaulting period as defined in the vaulting policies. The qualified media
are listed on the Medi a Vaul ting Confirmation - Optional
screen. The process of confirming the optional media is the same as
required media from the main screen.

For remote account media, the media scanned are vaulted in the order
scanned in the appropriate vaults. You have the option to vault tapes
scanned from the beginning or since the last vaulting (vault sub lists as
you go) without marking as complete. This allows you to hand the
scanned media to another operator to place into the vault without having
to complete the entire job first.
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Media Vaulting Confirmation — Optional Screen

| Bz BLOZS Vaulting Jobs: Funning jobs = 12 =
m Media Vaulling Confirmation
Foquind Optionsl |
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ABDOG4 | ABDOEAL1 Dianica - BOI_F ABO0G  ABDOM
ABD11 AR Doevie - BOI_C ABODGZ ABDDAZ
ABO114  ABDT14 Huolding Bn ABO114  AHDT14
ABD 38 AR 38 Soralth Bir ABO2I0 ABRD220
ABO159  ABDSE Dmice - BOI_b ABOZET
AR BE AR RE Seraich Bin ARG AEOA0E
ABOTB1  ABOTET Huolding Bn ABOI1E  ABOINE
ABONAG | ABOMAG Serakh Bin ABOATO ABOATD
ABO2IE  ABOG2Z Huolding Bn ABOIEY  ABOZRS
AA0Z33 | AADZI3 Srrakch Bin ABO44E  AHD44E
ABO2E0  ABOZED Diice - BOLE ABOLE4  ABID4SY
AA0ZET | AADZA1 Srrach Bin jj”* AEna T _lll
ABQA0E ABA0E Haoldirg By =
H T
M fs Corpiels J ok J Carcel J

The Medi a Vaul ting Confirmation - Library Unl oad screen lists
all libraries that contain media required for this vaulting job. It lets you
eject the media directly from the vaulting job.

Media Vaulting Confirmation — Library Unload Screen

1 Bosse BLD 25 Vaulling Jobe: Running jobs = 205

[‘@ Media Vaulting Confirmation
Fequised | Dptonsl Librany Unkoad |

Job I Start Diake Stait Tire Dazstinadion
[Feson7i | [Tlv24i0 | [ BLO 2 Vaul

Safact one of mong ibrary devices and chok Unkoad button bo sject media bo be vaulted into tha: By
CAPmatsiol mdbphs cucles map be iegunsd dependng on CAP sze|

Libraty Device Hame |Backup Manager | Dists Carter Location | Murnkeer of Media ta Uinkad

Select one or more library devices and click Unl oad to eject media to be
vaulted into the library CAP/mail slot. (Multiple cycles may be required
depending on the CAP size.)

After the media are ejected, you can verify the ejected media under the
Requi r ed and Opti onal tabs.

< Verify Pi ece — Click to verify the piece of medium entered using
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the Medi a Nane field.

>> — Click to verify media highlighted in the Pendi ng Medi a list
and move them to the Veri fi ed Medi a list.

<< — Click to remove media highlighted in the Veri fi ed Medi a list
and return them to the Pendi ng Medi a list.

Vi ew Sour ce — Click to print media from each source location. It
also allows you to re-notify a source location at another site.

Print Remai ni ng — Click to print all the media listed in the
Pendi ng Medi a list.

OK — Click to save the job in the current state for later processing.

Cancel — Click to cancel any actions completed since opening the job
for processing.

Mar k As Conpl et e —Click to close the job and mark any
remaining pending media as vaulting exceptions.

Move To Contai ner — Click to move any highlighted media in the
Verified Medi a list to another specified container.

Containers

There are two types of containers that can be used in vaulting jobs:

Lockable Containers: If your vaulting job is moving media to an
offsite vendor and the vaulting policy for these media specifies a
lockable container must be used when sending media to this offsite
vendor, the media must be assigned to a lockable container. There are
rules for assigning media to lockable containers (where all the media
in the lockable container must have the same vaulting policy). It is
highly recommended that all of the media in the lockable container
have the same protection expiry date (such as when the media
becomes scratch). While verifying media that belongs in a lockable
container, and there is already a lockable container in use by this job,
the media are assigned to this container if appropriate, with the
option for the operator to mark the container as full. If there was no
appropriate container or the container was full, the operator is
prompted to select a different container. If you want to reassign media
to a different lockable container, select media in the Veri fi ed

Medi a list and click Move To Cont ai ner.
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< Transit Containers: If your vaulting job is moving media to another
location that does not require a lockable container, the operator has
the option of selecting a transit container for transporting the media.
You can assign media to a transport container by typing the container
ID into the Cont ai ner | Dfield before verifying a piece of medium. If
you want to manually assign or reassign verified media to a
container, select media in the Veri fi ed Medi a list and click Move
To Cont ai ner.

The container columns on the pending and verified lists identify the
container that the media are in (either being shipped to your site or from
your site).

Multiple Users

Media Operations supports the ability for multiple operators to work on
the same job confirmation at the same time. The first user to open the
Premount Job - Confirmation screen for a job (on the Windows
GUI) will be the primary owner of the job; therefore, they will be the only
user to have access to Mar k as Conpl et e. Any subsequent operators
that open the Prenmount Job - Confi rmati on screen for the same job
receive a warning that they are only able to assist the primary owner of
the job. This allows multiple users to retrieve and verify media for a job.
(Each user only sees the media that they have verified.)

If media are deleted from the Backup Manager, Media Operations
automatically creates blank media vaulting jobs that retrieve the media
from their current locations and return them for reuse.

Multiple Sites

If you have multiple sites configured on your Media Operations Server,
depending on your vaulting policy, it is possible for a vaulting job to
appear in the job list for multiple sites. The behavior for the vaulting job
depends on the type of site.

= Home Site: The home site is defined as the originating site of the
media. (The site that owns the media.) If your home site is not the
destination for the media and there are media currently located in the
home site that need to be moved to the destination site, home site acts
as the source site. Otherwise, the home site acts as a destination site
allowing you to monitor the progress of the job at the destination site
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and override it if needed.

= Source Site: If the site is not the job destination and there are media
currently located in the site that need to be moved to the destination
site, then, when you verify media on the site and mark as complete,
the media on the source site have been sent to the destination. This
does not affect the Pendi ng and Veri fi ed lists on the destination
site.

< Destination Site: If the site is the job destination, then, when you
verify media on the site and mark as complete, the media are now
stored in their final destination and the job is closed.
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Scratch Media

There are three types of scratch media jobs:

= Scratch Bin Jobs: This job type moves any scratch media from
onsite or offsite vendors back to the scratch bins for that media type.
For example, a piece of medium stored in a vault turns from protected
medium to scratch medium, because its protection date has expired,
thereby requiring it to be returned to the scratch bin for reuse.

= Scratch Initialization Jobs: If there are not sufficient scratch
media in the ID scratch bins to fulfill the premount job requirements,
scratch init (initialization) jobs are created to request that new media
are initialized into the scratch bins.

= Media Order Jobs: If the Bl ank Bi n option is enabled inthe Sit e
Confi gur ati on screen and there are not sufficient blank media to
meet the requirements of future scratch initialization jobs, media
order jobs are created to request that new blank media are ordered.

Figure 4-16 Scratch Media Movement

Filling scratch bins with new
scratch media or expired media

Scratch
Media
Bins

Offsite
Tape
Vault

Initialize new
scratch media
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Scratch Jobs Listing

To view the active list of scratch jobs, double-click Scrat ch Bi n Jobs
on the shortcut bar under the Dai | y Oper at i ons menu for the site you
are working with. The following screen appears.

Scratch Bin Jobs Screen

i=d| Boize BLD 25 Scratch Bn Jobs Fanning jobhs = 2

7] scratch Bin Jobs o
Dronbde-click om g nunnng jobs to wisswy job detads
SLA [0 |Start Date | Start Time |See |Due Date | Due Time | Description =]

O JFERT] 1H1202  0548:30 Boizs BLD 25 121302 098830 Scraleh bim job
b, 2787 131 72 05 48:46 Bolsa BLD 25 1ZATM02 200000 & LA0_ponl Scradeh Inf

You have several options from this screen. You can edit a job to view the
Premount Job - Confirmati on screen. You can also create a
checkout request, manually move media into and out of the vault, import
a vaulting job, edit jobs, and review a history of completed jobs. (Note)
the Add Medi a Order button only appears if Bl ank Bi n Tr acki ng is
enabled for the site.

= Edit — Click to view the Scrat ch Bi n Confirmati on screen
(where you can view the details of the job and process the requested
media movements), click Edi t or double-click the job.

e Add COR— Click to create a new checkout request. See “Checkout
Request (COR)” on page 137 for additional information.

e Manual Vaul ti ng — Click to move media into and out of the scratch
bin in mass. You can also remove a piece of medium from a section of
the scratch bin and place it into the holding bin or vault. See “Manual
Vaulting Jobs” on page 146 for additional information.

= I nport — Click to import scratch bin job request from the remote
accounts. This is used to create jobs that were not automatically
created on the system due to a communication error or access issue.

= Hi st ory — Click to view completed checkout request jobs for audit
reviews or to resend any completed checkout request job to an offsite
vendor. You can reprint the media destination details for a completed
scratch bin job. See “Viewing Job History” on page 147 for additional
information.

e Add I nit — Click to manually create a new scratch initialization
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job, type the number of media to initialize, and select the pool to
initialize the media into on the following screen.

i
[ﬁﬂ Create Scratch Init Job

P

Job D

4183

Date Ertered Time Entered Due Date Due Time
|DS/1 (/03 |14‘15:14 |09/1 /03 |1 41514

Describe pour scratch initialization job

Murnber of media to be intialized
=
e Add Medi a O der — Click to manually create a new media order job
and type the number of media to order and media type to order on the
following screen.

Create Media Order Job Screen

I

%2 Create Media Order Job

Job ID

s

Date Erdesed Timae: Ertesed Dwue Date D Time

[azrna /e | (ERRER [azrE [riEs

Dagcaibe your meda cede job

Bl Media Ty

| =l
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| |
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Scratch Bin Job Confirmation

If you edited a scratch job that is a scratch bin job type, you will see the
following Scrat ch Bi n Confirmati on screen.

Figure 4-19 Scratch Bin Confirmation Screen
| Boise BLDZS Scratch Bin Jobs: Running jabs = 27 a8
[‘!’] Scratch Bin Confirmation
1] Drale T Dhestination
[T [prE DE:35:20 Beise BLD2S
Transik Conbairer ID: Barcodks or Descriphion
| Vesity Piece:
Pending Madia 13 Wenihed Madia 1
Discriphion |Eur¢¢-d¢ Label |Location | -I Drescrglion |Barcode Label | Conlaingr i'
ABDTEZ  ABOTER Halding Bir »] BEISHE ADIBOE
ABDEI0  ABOEI0 Halding Bin ! BMOZES BOD2SS
ADI043  ABID43 Howing Bin ¢ <l(e0i31e  BoI3E
ADI04G  AB104A Halding Bin ! BO2304 BOZI0
ADI40T  ABA4DT Halding Bin ! BO2510 | BOZSI0
AR1487 ABT4832 Halding Bin ¢ BROTSS
ABZIOD  ABZI0OL1 Halding Bin ! BM5308 | BM5209
PE2358 Halding Bin ! GOGETT | GOBATT
BMETI13  EMB113 Halding Bin ! G10181 G018
CTO0ZE Halding Bin ¢ G10472 10472
GBI  GBIIS Halding Bin ! GIOEO0  GiOGO0
GB3ZE1  GEIIE Halding Bin ! GIOEAS | G1OGES -
GRIETO GRIETD Halding Bir ¢ - J_I
= e I
View Souwrce | Prinl emaining | Mak A Compiete | 0k | Cocel | o

If you are at the destination site, you will see the following Scr at ch Bi n
Confi r mat i on screen, which has two additional tabs.

e Recycle Into Scratch Bin

e Recycle Into Library
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Figure 4-20 Scratch Bin Confirmation — Recycle Into Scratch Bin Screen

|_'i_Eidr: B Sciatch Bin Jobs: Running johs = 7

[@ Scratch Bin Confirmation e

Recycle inlo Soatch Bin | Recycke ino Libray |

Jok 1D Start Dale Stait Time: Destination Sie
iz | (RGERE] [ [Fiet
Transit Corkaine ID; Barcods or Desciiphion
| | Yenly Prce
Pending Media 1 WVerified Media ]
Crasciiphion | Bateode Label | Loeatien: Desenplion | Bateode Label | Ceramme | D
Doetault Fie_1 |Site-B] Hokdie
]
<«
Figure 4-21 Scratch Bin Confirmation — Recycle Into Library Screen
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The steps for confirming a scratch bin job are:

1. Retrieve required media. The media in the Pendi ng Medi a list are
the media that are required for this job. Retrieve the media from their
current location. You can see the media’s location on the Pendi ng
Medi a list.

= However, the media could be coming from multiple source
locations. So to view the required media on a source-by-source
basis, you can click Vi ew Sour ces. From here, you can print a list
of the required media from any of the sources and see the status of
the media movement from each source location. When you are
done printing the current source locations of the required media,
click Done to return to the Prenount Job - Confirmation
screen.
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< |If media in the Pendi ng Medi a list are highlighted in red, they
were marked as an exception at the source site. This only occurs if
there is an electronic link to the source site (for example, if the
source site is another Media Operations Server or it is an offsite
vendor with the electronic status reporting enabled).

= Atany time, you can click Pri nt Remai ni ng to print only the
media still pending. This allows you to print a sublist of only the
missing media.

2. Verify the requested media were found. After the media are retrieved
from their current locations, either barcode scan each piece of
medium, type the number and click Veri fy Pi ece, or select the
medium in the Pendi ng Medi a list and click >>. If the medium is
prematurely verified, select it in the Veri fi ed Medi a list and click
<< to return it to pending.

If you are at the destination site, you have a choice to verify media to
go to scratch bins (click Ver i f y under the Recycl e into Library
tab). Any media verified under the Recycl e into Li brary tabare
loaded into the library by clicking Load Media into Libraries
(multiple load cycles may be required depending on the library CAP
size). Media successfully loaded into the library are marked as loaded
inthe Veri fied Medi a list.

3. Mark the job as complete. After all media have been accounted for, or
to move the missing media to exceptions, click Mark as Conpl et e.
You will be asked if you want to exception any missing media. If you
say no, the confirmation will be cancelled and you will be returned to
verify the remaining media. Any media that were marked verified
under the Recycl e i nto Li brary tab, and were not loaded, are
converted to be recycled into the scratch bin.

4. Print out media destinations. When you have successfully marked the
job as complete, you will see a print dialog. On accepting the print
dialog, you get printouts detailing the destination locations for all of
the media you have verified for this job. If for any reason the
destination print out fails (for example, the printer runs out of paper),
you can reprint this destination information by clicking Hi st ory on
the job list.

Containers

If your scratch job is moving media to another site, the operator has the
option of selecting a transit container for transporting the media. You
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can assign media to a transport container by typing the container ID into
the Cont ai ner | Dfield before verifying a piece of medium. If you want
to manually assign or reassign verified media to a container, select media
inthe Veri fi ed Medi a list and click Move To Cont ai ner.

The container columns on the pending and verified lists identify the
container that the media are in (either being shipped to your site or from
your site).

Multiple Users

Media Operations supports the ability for multiple operators to work on
the same job confirmation at the same time. The first user to open the
Premount Job - Confirmation screen for a job (on the Windows
GUI) will be the primary owner of the job; therefore, they will be the only
user to have access to Mar k as Conpl et e. Any subsequent operators
that open the Prenmount Job - Confirmati on screen for the same job
receive a warning that they are only able to assist the primary owner of
the job. This allows multiple users to retrieve and verify media for a job
(each user only sees the media that they have verified).

Multiple Sites

If you have multiple sites configured on your Media Operations Server,
depending on your vaulting policy, it is possible for a scratch job to
appear in the job list for multiple sites. The behavior for the vaulting job
depends on the type of site.

= Home Site: The home site is defined as the originating site of the
media. (The site that owns the media.) If your home site is not the
destination for the media and there are media currently located in the
home site that need to be moved to the destination site, home site acts
as the source site. Otherwise, the home site acts as a destination site
allowing you to monitor the progress of the job at the destination site
and override if needed.

= Source Site: If the site is not the job destination and there are media
currently located in the site that need to be moved to the destination
site, then, when you verify media on the site and mark as complete,
the media on the source site have been sent to the destination. This
does not affect the Pendi ng Medi a and Veri fi ed Medi a lists on
the destination site.

= Destination Site: If the site is the job destination, then, when you
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verify media on the site and mark as complete, the media are now
stored in their final destination and the job is closed.

Scratch Init

If you edited a scratch job that is a scratch init job type, you see the
following Scratch Init Job Confirmation screen.

Scratch Init Job Confirmation Screen

@Site—ﬁu Scratch Bin Jobs: Running jobs = 3 E3
=l
' [,;a Scratch Bin Initialization [
Job 1D Start D ate Start Time
|41 a3 |IZIEI.:’1 0403 |14:15:14
Description

|1 Drefault LTO-Ultrium Scratch [nit

Backup Manager Media Pool
|Default LTO-Ultriurn

[fedmpelz.end.hp.com
Mumber Required

I 1
Initialize. .. |

Set Label Flange |

Initizlization Device

There are two ways to initialize media.

Initializing a Standalone Drive

You can select a standalone drive from a list of initialization devices.
Because this is a standalone drive, you will need to define the label range
of the media to be initialized.

Click Set Label Range to reserve a barcode label range for the number
of pieces of media that you are going to initialize. After defining the
barcode label range, you click I ni ti al i ze to start the initialization
process. If you do not define the label range before you click
Initialize,youwill be prompted to manually define the label for each
piece of medium.
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Scratch Init Standalone Drive

|.'.i_l:h1||t: BELD 25 Scratch Bin Johs: Running johs = 3

/2] scraich Bin Initialization

St |Bacode Label | Media Staus | Compieted
1 KA Liset shipped M,

2 KA Wl lior medha o be losded Y

3 FHO :

] KA

5 FHOCE

You are prompted to mount the first medium with the first label on the
specified device. When this medium is loaded, click I niti al i ze to
initialize that piece of medium. For ce | ni ti al i ze needs to be enabled
if you are initializing a medium that already has data on it. After the
medium is initialized, you are prompted to load the second medium with
the second label. This process continues until you either cancel the
process or the last medium is initialized. If the media initialization fails
for any reason on a piece of medium, this is shown in the status display
with the red error icon and you can double-click the failed piece of
medium for additional details. You can either attempt to resolve the
error and click I ni ti al i ze again to retry, or you can click Ski p to skip
to the next medium.

Initializing Using a Barcode Library

The second process for initialization uses a barcode supported library.
After your media are properly labelled and loaded into the slots of the
library, select the library from the device listand click I niti al i ze. A
barcode scan is performed on the library and a listing of blank or
unknown media in the library is displayed along with their barcode
labels.

Scratch Init Job Confirmation Status

IE'BIM BLDZS Scratch Bin Jobs: Bunning jobs = 11

[%2] Library initialization

| | E

st |Parcode Label | Wedia Status | compigtad | =]
] AIDTET unkTiDwn

Select the medium you want to initialize and click I niti al i ze
Hi ghl i ght ed Medi a to start the initialization process. Media
Operations automatically initializes the selected medium using the
barcode label for the media label. Force | niti al i ze needs to be
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enabled if you are initializing a medium that already has data on it. Max
Drives Used determines how many drives inside the library can be
used for the initialization process. Media Operations automatically
selects only idle drives inside the library to perform the initialization
process. If more media are selected for initialization than drives
available, the request is queued until a drive becomes available. (This is
shown asWai ting for open drive in the status.)

If the selected library has more than one drive block size, a drop-down
list appears giving you the option of using all drives or specifying a drive
block size (such as 32k or 64k), so that only drives matching the specified
block size will be used for the media initialization.

If the media initialization fails for any reason, it is shown in the status
display with the red error icon. You can double-click the failed medium
for additional details.

After this group of media is initialized, click Done to return to the details
screen. If there are more media required, select the next library the
media are loaded in and repeat the process until the job is complete.

After all the media have been initialized, click Mar k As Conpl et e to
close out the job.

Media Reorder

If Bl ank Bi nisenabled onthe Site Confi guration screen and there
are not sufficient blank media to meet the requirements of future scratch
initialization jobs, media order jobs are created to request that new
blank media are ordered.

To activate the media reordering feature, click the Bl ank Bi n tab on the
Site Definition screen and select the Enabl e Bl ank Bin
Tr acki ng check box (see Figure 4-25 on page 134).
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Site Definition — Media Reordering Screen

|_'i_F1‘Ii|:iru_1 Gite Defmition: DP Site

[%41 site Definition

b | DS | sz | Dt Cisrters | Vaubing Pokcies | D8sie Vendoi | Usses | Femotes Accounts | Impor Data Blank Bins |

¥ Enable Blank Bin Teackng

Lo timee: Fon rocha see-cndber
7 dws I Do ook el dhbebend media

Below aie the "Blank”™ brs il Mada Operaions should actvel) kack lol the sle.
Chck "add" or "Add Mary™ ho add new blank bing for & given medis os o "Edit”
R0 v o esdsting blank bin or acfust the number of meds & cumenty conlain:

| Basic Madua Trpe Media Compression Typs Aumournt in Blank Bin
LT0-Linism LT 0
Configuring

This predicts how many media are needed for upcoming scratch
initialization jobs based on criteria you set when you add a new site
blank bin.

e Lead Tine For Media Reorder — describes how many days
before a job starts that the media need to be ordered.

e Do Not Recycl e Del et ed Medi a— Select this check box if you do
not want to reuse deleted media.

Click Add or Add Many to add new blank bins for a given media type, or
click Edi t to view or edit an existing blank bin.

Add New Site — Blank Bin

77} site Blank Bin :
5y somathing about adding or editing blank bie

Sike
[Min 5=

Basic Meda Typa

| -

Mecia Compeessian Tupe
ALl cumsnlly r blank bnd
[ [i}

Click &K to finish.
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Confirmation

Media order jobs are created to request that new blank media are
ordered. To order media, click Scr at ch Bi n Jobs and then double-click
the job for which you want to set up media ordering. You will see the
following screen.

Media Order Screen

|.;d Main Sele Scialch Bin Jobs: Hunming abs = 1

%] Media Order .

Joa IO Shart Dishe Start Time
[ [z [151%44
Dazzcaphion

[TIRLTON Media Order

Medis Type
ol

Humber bo Cider Humier Fleceived
[ | 133

To order media fiom HF please go (o hitp:/ s hp come'godstoragemedia

Meddia Fool Aampunl Alegeed

LTD_Pool Hor Apperdable &1

J

Maik & Complels 0F, I Cancel .
| o

= Job | D— This is the identification of the job for the media being
ordered.

e Start Date — The date the job starts for the media being ordered.
e Start Ti me — The time the job starts for the media being ordered.

= Descripti on — A description of the type of media, beginning with
the amount of media that are required.

e Medi a Type — The type of media being ordered.
e Nunber to O der — describes how much medium is being ordered.

e Nunber Recei ved — The actual number of media that were
received. This is an editable field.
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= Medi a Pool — describes the types of media in the pool.
= Anmount Requi r ed — Describes the amount of each type of media.

When the media arrive, open the job that the media pertains to, to close
the job.

Click Mar k as Conpl et e to finish and return to the main Si t e
Conf i gur at i on screen. You will now see the total number of blank
media that were added.

Figure 4-28 Site Configuration — New Blank Media
2} site Definition =
Vandfing Paicies | Difsite Vendors | Users | Remate Accounts | Impad Diata. Blank Bins | [3]1]

¥ Enabie Blank Bin Teacking

L limes It rroscha se-gedes
[ 7 da I~ Do ot recycle delebed media

Below aie the "blank™ bins fhat Media Dperations should actvel kack fo ths sle.
Click: "’ or “ukd Mary™ b add naew blank tens for o ghven media bype o “Edt™
o vy o eneshing blank by or sdust the number of madss & cumertly conlars:

| Bissic Media Trpe | Media Compression Type | Amount in Blank Bin |
LT 0 Minen LT 138

dd | asdvay | Ed | 0 Cancel |
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Checkout Request (COR)

Submit a Checkout Request

Type the tracking ID from the initiator. This could be an OpenView
Solutions ID, Remedy ID, or type NONE if it does not exist. Next, type the
name of the individual who placed the request, select the priority, and
type a description of the job. Optionally, select the server the media will
be used on, select the destination site and location, and type the number
(period) of days the media need to be removed from their vaulting cycle
for this request. Type any special instructions for this job.

Figure 4-29 Checkout Request Screen
(¥ & dd Mew Checkout Request [=]
[ﬂ Checkout Request 3
Job 1D
[E38
Dale Entesed Time Enlesed Due Dabe Due Time
[oaa TR2057 | ] [185a57
Diescribe your checkout reouest job
Faequest Tracking ID Raqusher Prinity
I | | High =
Descripton Corver
[ I =
Speciy the destingion lot the meda in the checkoul 1equest.
Drestination Site Localion Checkout Period
[Boise ELDZE =] [AddrgEn =] [
Instuctions
Ciick on '"Media Selection Wizand' to assis in searching o desired media
EnGa Ml onFiurerile Te Media Selecion Womd |
Add
l b | Remave Highlghted Media |
Hame |Barcode Label  |Wadia Typs  |Current Location | =l
1K1 _IJ
0F, Cancal
|
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Next, specify the medium required by either typing a number and
clicking Add (if more than one match, you are prompted to select the
correct medium from the displayed list), or click Medi a Sel ecti on

W zar d to query for media meeting the criteria; media highlighted from
that list are loaded into the COR. If you incorrectly include a medium,
you can select it and click Renove Hi ghl i ght ed Medi a to exclude it.
When you are complete, click OK to process the request. This sends
notifications to each source location of the medium and will print out a
COR report.

Media Selection Wizard Screen

(] & dd Mew Checkout Bequest

[EB Media Selection Wizard I
Configuae pour seach patameters, then highlight B requied media and oiick b "Request Highlighted Media" busion
Starting Diate Erudling Dale
| ] | [ETE]
Hackup Manager Media Pool
P =] P =]
Backup Speciication Syshem
P =] =]
Dosoription  |Bamods Label  [Media Type | Curent Location |Lastiirite Data =
ABOE2G ABOE2Y LTO-Uiriem  Boize Main Site a1
ABOE34 ABOEI4 LTO-Uiriem  Boiza Main Site a1
ABOE3Y ABOE3S LTO-Uiriem  Boizs Main Site 01
ABOEAT ABOGAT LTO-Uiiriem  Boize Main Site a1
ABOEGAY ABOEGAY LTO-Uiiriem | Boizs Main Site a1

The Medi a Sel ecti on W zar d screen allows you to query for media
meeting the selected filters. This allows you to quickly move a group of
media into the COR without having to enter them in one at a time.

Type the desired date range and select the appropriate filters. The filters
are Backup Manager, Medi a Pool , Backup Specification, and
Syst em After each date or filter selection, the list of media is updated.
Select the desired media and click Request Hi ghl i ght ed Medi a to
move them onto the COR job.

Site-level security is enforced when creating a checkout request. You are
only allowed to add media that are “owned” by your site.
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Checkout Request Job Listing

To view the active list of checkout requests, double-click Checkout
Request s under Dai | y Oper ati ons on the shortcut bar for the site on
which you are working. The following screen appears.

Checkout Request Job Listing

il Boase BLD 25 Checkout Reguests: Funming jobs = 13

|
/2] checkout Requests
Dicadbla-chck. o & nurring b 1o view ob delals.
SLA |Jab 1D | Sar Dase | Stast Time | S0e |Due Date  |Due Time |Deseription | =]
2682 TH002 13309 Boise 8LD 25 T2N0MNE F13309 restane on duke
T3 TH1302 030836 Be 12N AME 050836
2745 T2 171547 12N ANE 174547
2768 THTZ| 101624 Be 1IN TN 121624 |

27648 TITI02 1047032 By
arm THITIN 1054 50 Baige BLD 2¢

12T 124702 *
TANTOF 125450 *

OO0 00

e Edit — Click to view the Checkout Request Confirnation
screen (where you can view the details of the job and process the
requested media movements) or double-click the job.

e Add COR— Click to create a new checkout request. See “Checkout
Request (COR)” on page 137 for additional information.

e Manual Vaul ti ng — Click to move media into and out of scratch
bins in mass. You can also remove media from a section of the
available medium locations and place them into the holding bin or
vault. See “Manual Vaulting Jobs” on page 146 for additional
information.

e | nport — Click to import a media job from remote accounts. This is
used to create jobs that were not automatically created on the system
due to a communication error or access issue.

e Hi st ory — Click to view completed checkout request jobs for audit
reviews or to resend any completed checkout request job to an offsite
vendor. You can reprint the media destination details for a completed
checkout request job. See “Viewing Job History” on page 147 for
additional information.
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Checkout Request Confirmation

Checkout Request Confirmation Screen

Botee BLDZS Checkout Requests: Runming jobs = 2 =

@ Checkout Request Confirmation

Job D Dale Ve Destination
|5?5 [UBEE CH:45.00 |B|:u'.¢ BLOZS
Tuawvst Cordaira 1D Bacode o Dascaphon

[ VeiyPiece

Fanding Maodia 1 Vendiod Media J

Description |Barcoss Lakal |Location | Descripion  |Barcode Label [ Conts = |

Eh]

]

The steps for confirming a COR job are:

1. Retrieve required media. The media in the Pendi ng Medi a list are
the media that are required for this job. Retrieve the media from their
current location. You can see the media location on the Pendi ng
Medi a list.

However, the media could be coming from multiple source
locations. So to view your required media on a source-by-source
basis, you can click

Vi ew Sour ces. From here, you can print a list of the required
media from any of the sources and see the status of the media
movement from each source location. When you are done printing
the current source locations of the required media, click Done to
return to the Premount Job - Confirnation screen.

If media in the Pendi ng Medi a list are highlighted in red, they
were marked as exceptions at the source site. This only occurs if
there is an electronic link to the source site. For example, if the
source site is another Media Operations Server or it is an offsite
vendor with the electronic status reporting enabled.

At any time, you can click Pri nt Renai ni ng to print only the
media still pending. This allows you to print a sublist of only the
missing media.

2. Verify the requested media were found. After the media are retrieved
from their current location, either barcode scan each piece of medium,
type the number and click Veri fy Pi ece, or select the medium in
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the Pendi ng Medi a list and click >>. If the medium is prematurely
verified, select it in the Veri fi ed Medi a list and click << to return it
to pending.

3. Mark the job as complete. After all media have been accounted for, or
to move the missing media to exceptions, click Mark as Conpl et e.
You will be asked if you want to exception any missing media. If you
say no, the confirmation will be cancelled and you will be returned to
verify the remaining media.

4. Print out media destinations. When you have successfully marked the
job as complete, you will see a print dialog. On accepting the print
dialog, you will get printouts detailing the destination locations for all
of the media you have verified for this job. If for any reason the
destination print out fails (for example, the printer runs out of paper),
you can reprint this destination information by clicking Hi st ory on
the job list.

Containers

If your scratch job is moving media to another site, the operator has the
option of selecting a transit container for transporting the media. You
can assign media to a transport container by typing the container ID into
the Cont ai ner | Dfield before verifying a piece of medium. If you want
to manually assign or reassign verified media to a container, select media
inthe Veri fi ed Medi a list and click Move To Cont ai ner.

The container columns on the pending and verified lists identify the
container that the media are in (either being shipped to your site or from
your site).

Multiple Users

Media Operations supports the ability for multiple operators to work on
the same job confirmation at the same time. The first user to open the
Premount Job - Confirnmation screen for a job (on the Windows
GUI) will be the primary owner of the job; therefore, they will be the only
user to have access to Mar k as Conpl et e. Any subsequent operators
that open the Prenpount Job - Confirnmati on screen for the same job
receive a warning that they are only able to assist the primary owner of
the job. This allows multiple users to retrieve and verify media for a job.
(Each user only sees the media that they have verified.)
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Multiple Sites

If you have multiple sites configured on your Media Operations Server,
then, depending on your vaulting policy, it is possible for a vaulting job to
appear in the job list for multiple sites. The behavior for the checkout
request job depends on the type of site.

< Home Site: The home site is defined as the originating site of the
media. (The site that owns the media.) If your home site is not the
destination for the media and there are media currently located in the
home site that need to be moved to the destination site, home site acts
as the source site. Otherwise, the home site acts as a destination site,
allowing you to monitor the progress of the job at the destination site
and override if needed.

= Source Site: If the site is not the job destination and there are media
currently located in the site that need to be moved to the destination
site, then, when you verify media on the site and mark as complete,
the media on the source site have been sent to the destination. This
does not affect the Pendi ng Medi a and Veri fi ed Medi a lists on
the destination site.

< Destination Site: If the site is the job destination, then, when you
verify media on the site and mark as complete, the media are now
stored in their final destination and the job is closed.
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This displays the list of media that were placed into vaulting exception
status. A piece of medium is in an exception status when the piece that
was required in the vaulting, scratch bin, or checkout request job could
not be located (for example, the medium is lost). Whenever you verify a
piece of medium in any medium movement and mark the job as
complete, if that medium was in the exceptions list, it is removed from
exception status as it was successfully verified (for example, it is no
longer lost). To manually clear a piece of medium from the exceptions
list, select the medium and either manually add the medium under the
Opt i onal tab in an offsite vaulting job or click Manual Vaul ti ng to

submit a manual vaulting job that moves the medium into the local vault
or holding bin.

Vaulting Exception Screen

|| Boise BLD 25 Media Exceplions List Total exceplions = 13716

@ Vaulting Exceplions o
Dieacripsion |Last known Sie |Last known Location |Requirad Site |Reguired Location =
1316726% Bolse BLD 25  Unsnown Boisa BLD 25 Offsile Vaul
ABDOD4  BolzeBLD IS | Unsnown Boisa BLD 25 Offsile Vaul
ABDODS  Bolse BLD 25 | Unsncwn Boisa BLD 25 Offsile Vaul
ABDODE  Bolse BLD 25 Holding Bin Boisa BLD 25 Offsile Vaul
ABDOID  Bolse BLD 25 | Unsnown Boisa BLD 25 Offsile Vaul
ABDO13  Bolse BLD 25 | Offsiie Vault Boisa BLD 25 Seralch Bin
ABDOIE  Bolse BLD 25 | Unsncwn Boisa BLD 25 Offsile Vaul
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Mount Request

An asynchronous mount request is an | nt er acti ve Mount Request
screen that mounts one piece of medium at a time.

Media Operations comes with a Java-based command line utility that
allows you to submit reactive mount requests from any client system into
the Media Operations Server. A reactive mount request is an ad hoc
mount request that reacts to an unforeseen demand for backup media by
loading scratch media into a specified drive.

See “Reactive Mount Request Utility” on page B-206 for additional
information.

Mount Request Listing

To view the active list of mount requests, double-click Mount Requests
under Dai | y Oper ati ons for the site you are working with. The
following screen appears.

Reactive Mount Requests Screen

|=i| Boize BLD 25 Resctive Mount Jobs: Runmng jobz = 3

i : S =
[“)E‘] Reactive Mount Requests
Doubke-chick on a nnning job to view job detalz
[51A [Job D [Stan Date | Start Time [Site |Due Date  |Due Time | Deseription [=]
2670 | DUOW03 134754 Boise BLD 25 OUDADI| 17.47:54 da-an_hostsP_MouniRequestDLTE_1

2 2889 0103 21:18:5Z Bolse BLD 25 011103 011852 da-an_hostSF_MouniagquasiDLTE 1
Q2 2800 01103 21:19:14 Bolse BLD 25 01A203 011814 da-an_hostSF_MouniaquasiDLTE 1

1 o

AKCOR | Marudvauing |
E@ | wpet | Hisew | Biere

e Edit — Click to view the Mount Request screen (where you can
view the details of the job and process the requested media
movements) or double-click the job.

e Add COR— Click to create a new checkout request. See “Checkout
Request (COR)” on page 137 for additional information.
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< Manual Vaul ti ng — Click to move media into and out of scratch
bins in mass. You can also remove media from a section of the
available media locations and place them into the holding bin or
vault. See “Manual Vaulting Jobs” on page 146 for additional
information.

« | nmport — Click to import a media job from remote accounts. This is
used to create jobs that were not automatically created on the system
due to a communication error or access issue.

e Hi st ory — Click to view completed mount request jobs for audit
reviews or to resend any completed checkout request job to an offsite
vendor. See “Viewing Job History” on page 147 for additional
information.

Mount Request Job Confirmation

Interactive Mount Request Screen

™ Bokse BLD 25 Reactive Mount Jobs: Bunning jobs = 7 &

[‘5"] Interactive Mount Request

ada Lo be Mounled

Batcods af Descnplon Airalable porghch mada

| |CO001 3] Dimfmuk DLT_42
LB0_poal_3

|CO0EEE] DPOD0ZE

LBO_poal &

Media Fool
|LB0_poal |

Destination Device Location

Lobi gip Mg
|. ]
Datacenter Dalacaniel Location

PO =Em FE

Mark &3 Erception Matk A Complete: T J

Select a scratch medium from the Avai | abl e scratch nedi a: listor
scan/type a medium into the verify field. Once the medium is pulled from
the scratch bin and verified, click Mar k as Conpl et e to verify the
mount request. If no scratch media are available, cancel the request until
scratch media are available. If you cannot locate any of the listed pieces
of available scratch media, select one and mark the request as an
exception to remove it. (This will add the piece of lost scratch medium to
the exceptions list.)
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Manual Vaulting Jobs

Manual vaulting allows you to move media into and out of the vault in
mass. You can also place media from the dismount lists that were not on
a regular vaulting job. This allows you to slot media from the holding bin
into the vault. You can remove media from a section of the vault and
place them into the holding bin or scratch bin. This allows special
projects to be performed on the vault.

Figure 4-36 Manual Media Vaulting
¥ Boise BLOZS Vaulting Jobs: Running jobs = 17 =

2] Manual Media Vaulting

L&} [ ahe T

33 [T A 180550

Destivtion Sibe Ml M i

[Fos= DS =] Wedly Fiece |
Diestination Location: W altng Period

[t | ]

Availablbe Wedia EIE Varillied Madia a
Media  |Barcode Label |Location il Media |Ear\cuue Label | J
AHOT14 AS0114 Hodding Bin =

ABOT1SS  A20185 Hodding Hin —

AEOTTE ASOITS Hodding Bin ikl

ABOTTT AB0d Ty Hodding Hin

ABDTET  AZ01ET Hodding Bin

ABOIZT AB0ZIT Huodding Bin

ABOIGET ABNZET Huodding Bin

tn]ﬁn- FEUETE] Hrdelin nu-.—|;|

Sensce Locason
[Feddng Bin =

Select the destination site and location. The available media are filtered
to the source location pull down. Select media from the Avai | abl e

Medi a list and click >> to include them into this movement job. You can
type the medium number and click Veri fy Pi ece or barcode scan it to
include in on the job. Barcode scanned or typed media are queried from
all locations not just the source location. If you miss-scan or miss-type a
piece of medium, select it in the Veri fi ed Medi a list and click << to
remove it. After all media are entered, click OK to assign them to the new
location. A vaulting sheet will be printed listing the media in the order
scanned, which is also the order they are assigned to vault slots.
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Viewing Job History

History

The Medi a Vaul ting - Hi story screen allows you to view a
completed job for audit reviews or to resend a job to an offsite vendor.

Type a date range and
click Updat e to view the list of completed vaulting jobs in that date

range.

Media Vaulting — History Screen

(¥ Boize BLOZS Vaulting Job History: Humber of jobs = 4 %
[}‘F] Media Vaulting <

Erber & daba rands bo wew and chek updale 1o e s anga
Slailrg Doata Erudirig Doale

[ [ming Upiate
Double-chick on a job ho view job detal:
1A | Job ID | Start Date | Start Time | Site Due Date  |Due Time |Dascrption =
09:15:51 Bolse BLD2S 000000
607 Mi103 09:14:20 Bolse BLOD2S | 0ODQMD, DO:0D-00
G 01103 09:07:13 Bolse BLOD2S | 0O/DQMD,  DO:0D-00
578 01103 06:30:21 Balse BLD2S | 011203 10:38:21 Offsite Vaul

Double-click any of the jobs in the list on the Medi a Vaul ting -

Hi st ory screen (or click Vi ew) to view the job details. The following
screen is displayed for vaulting, scratch bin, checkout request, manual
vaulting, and mount request job types. It includes the list of media that
were due to be moved by that job, where they were moving from, and
their destination. Any pieces of medium that were marked as exceptions
in this job are shown in the status column. Also, the user that marked
the job as complete and the date/time of completion is shown along with
details of which user verified each piece of medium.
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Figure 4-38 Standard Job Details
| ¥ aulting Job Infe: Job = 2829 []
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AR TE ABTTST Baise Main Sile - Cartaingr ropcantaingr Slephen Gold
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EB09ga KBO928 Boise Main Sile - Cartaingr ropcontainer ‘f Slephen Gold
EB10%4 EB1094 Boise Main Sile - Caraingr ripcantainer ‘f Slephen Gold
KB2397 KBI3Ia7 Boise Main Sile - Coraingr ropcontaingr ‘f Slephen Gold =
al -

If the job was a scratch list job, the following screen of job details is
displayed.

Figure 4-39 Scratch Init — History Screen

| Wanlthing Job Info: Job = 27289

5] scratch Init Job Information

Job 1D Stant Diate Stait Time Diue Dabe D Time
B 1222 [o5-aE3 [Zramz [FZoxm
Descaption
[FET_LT0 Scratch Ink
Backup Manags: Madia Pod
[PobesbumiTa bome. it hp.com [crma
Husmitees OF Madia
3

[ate Completed Time: Complsted #ppioved By

o
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Figure 4-40
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Web Interface

The Media Operations web GUI provides an alternate interface to

perform daily operations.

The web interface is precisely the same as the Media Operations

Manager daily operations with one exception, it only allows you to view
250 jobs at a time. To view the next set of 250, click Next . When printing
out a listing, you will only be able to print the current view of 250 jobs.

Also, it provides media information and SLA reporting to assist in

running daily operations.

Web Interface

Webcorme, Stephen Gald

QO

invamnt

» Change Site

Daily Operabons
= Premount. Jobs
= Wauling Jobs
= Checkoul Requests
= Scraich Bin Jobs
= Mount Requests
» Exceplion List
= Media Listing

Sate Reporting
= SLA Slatus
= Seradch Media Report

Botss BLD 25

Media Operations

Boise BLL
074 0f 7

[

YE [

w Lo cad

» Halp

Due Data

Dua Timea

1252002
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1272002
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Overview

Media Operations is based around service level agreements (SLAS) for
the media lifecycle (set by your vaulting policies and scratch policies),
and you can use the SLA Status/Reporting options to check whether your
SLAs are being met. You can monitor whether any configuration errors
have occurred that required your intervention and generate reports. You
can view SLA status, view alerts, and run reports at both the global level
and the site level. You can configure automatic notification by e-mail or
to OpenView Operations (OVO) for key events, such as alerts, job
creation, SLA warnings, and metrics.

This chapter comprises the following topics:
“Viewing Current SLA Status” on page 153
“SLA Status Configuration” on page 158
“Viewing Alerts” on page 161
“Reports” on page 163
“Additional Reports” on page 165
“Notifications” on page 166

“Location Audits” on page 179
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Viewing Current SLA Status

There are two levels of SLA status: global and site. There are SLA status
settings for:

Vaulting Jobs — move media around onsite and offsite vault
locations.

Premount Jobs — are scheduled jobs to load scratch media into
drives/libraries to meet predicted backup needs.

Mount Request Jobs — are asynchronous requests to load a scratch
media into a drive.

Scratch Jobs — move expired media back to scratch bins.
Scratch Init Jobs — request new scratch media to be initialized.

Checkout Requests — request media to be retrieved from their
current location (such as for a data restore).

You can have two different priorities of checkout request job

exceptions:

— SLA measurements for these SLA indicators are based on the SLA
configuration.

— Ifyouclick SLA Status For All Sitesonthed obal SLA
St at us/ Repor ti ng menu on the shortcut bar, the following
A obal SLA St at us screen shows the overall SLA status
settings measured across all sites, plus the site-level SLA status
indicators for each site.
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Figure 5-1 Global SLA Status Screen
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Wawulting Premount Scratch Check-Duts

ofiz: | glass | giEiis | @FELss  HighFrisly
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If you click one of the sites on the G obal SLA St at us screen or go into
site SLA St at us from the site level, there is a screen showing the nine
SLA status indicators for just that site. On the Site SLA St at us
screen, you see an option to view details of the overdue jobs that caused
these SLA status settings.

Figure 5-2 Site SLA Status Screen

|| Boise BLD 25 SLA Stabus

/7] site SLA status =

Service Level Ageement skabus lor this sie
‘Waulting Premsound Seaabch Check-Dulz
@loey | @z x| [IES €[00 | High Prioity
Exceptions  Mount Scratch Init " [10000% Medum Pricrity
() BN« | (N > ) (L ES " 10000 7% || Low Prioiy
Dioubler-click & summary item for detads:
[Jat Tyge |Total [vinlations | % compliance | =]
VaullinglCORIScrateh |76 69 81%
Fremount Jobs 88 (239 17.01%
Seralch bnit Jobs 2 22 0.00%
Mea Exceptions 69512 13359  BO.BS%

The summary list shows how many jobs were overdue in the main job
types.

< Vaul ting/ Check- Qut s/ Scr at ch — represents all the vaulting,
scratch, COR, and mount request jobs that have run on that site.

154 Chapter 5



Figure 5-3

Status and Reporting Interfaces
Viewing Current SLA Status

= Premount — represents the premount jobs run on that site.
e Scratch Init — represents the scratch init jobs run on that site.

= Exceptions — represents the numbers of media owned by that site
that are “lost” (in the exceptions list).

Onthe Site SLA St at us screen, if you click Vaul ti ng/ COR/ Scr at ch,
you see a list of all the overdue jobs in this category. You can view any of
the jobs from this historical record to see the details of the job, what
media was moved by the job (and which user verified each media
movement), plus details of when the job was completed and who marked
it as complete.

Vaulting Job Information Screen

|| ¥ anslting Job Infa; Job = 2810

(%2} vautting Job Information

Joib 1D Start Dok Start Tirver D Daate D Tirw:
E [ [EeEzE [T |[CEE
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& g

[Crate Compleled Tine Compleled Segn oll user rama
|

Deacription |Barcode Label |Moved From Site | Status |User Name | =
AB1TS1  AB1TST Boize haln Sike - ConlEner myconainges

KBOSTE  KEDATE Bolze haln Site - Contaner mycontaingr W J
KBOSES  WEDIEE Bolze haln Site - Contsner rycontainer W

KE1084  HB1094 Bolze haln Site - ContEner ryconainer ¥

KEIIBT  KB2397 Bolze haln Site - Contasner mycontainer W

KBI8TE KB3IATE Scralch Bin

KBETOER KBTIaR LInkminem \':: "'J

Onthe Site SLA Stat us screen, if you click Prenmount Jobs, you will
see a list of all the overdue jobs in this category. You can view any of the
jobs from this historical record to see the details of the job, what scratch
media was meant to be loaded into devices, and what media was meant
to be dismounted, plus details of when the job was completed and who
marked it as complete.
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Premount Job Screen
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Onthe Site SLA Stat us screen, if you click Scrat ch I nit Jobs, you
see a list of all the overdue jobs in this category. You can view any of the
jobs from this historical record to see the details of the job, how many
scratch media were meant to be initialized into which pool, and which
media were meant to be dismounted, plus details of when the job was
completed and who marked it as complete.

Scratch Init Job Information Screen

|.;d Yaulting Job Info: Job = 2729

[‘@] Scratch Init Job Information
Jok IO Saan Dale Stat Time Doue Dt Due Time
= [TEREnE (LR [EAEneE
Dieceaplion
[FCT_LTO Seisleh Ink
Backup Managed Micha Poal
[bebesbomi a boss e hp.com JCT_LTD
Hurnibes OF Media
3
D she Completed Time Complshed Approved By
DO0VO0ADD I[I]:[I]:[I] |

Onthe Site SLA Status screen, if you click Except i ons, this takes
you to the SLA Except i ons screen for the site. (This is the same as
clicking Except i ons on the shortcut bar.)
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SLA Status Configuration

Use d obal Configuration Options > SLA Configuration toset
the SLA status thresholds for all sites. It allows you to change thresholds
that determine how SLAs are measured against the media activity in the
Media Operations product.

The Syst emtab shows the current settings for the eight SLA status
indicators representing the various job types.

Syst emtab settings are all based on what percentage of each job type
was completed successfully (within due time) over the defined time
period. (For example, if the warning is set to 99% and timeframe is 30,
this means that, if the percentage of successful jobs over the last 30 days
falls below 99%, that SLA indicator is at warning status.) You can edit
these settings by clicking Edi t or double-click the measurement item.

Manage System Threshold Screen

-4 Servica Level Agreement Staluzs Thaecholds []
&

[‘@] Manage System Thresholds

Site/Scope
[Gicbal
Event Type
COR
Frictity
High
Calicdl Perceriage
gh X
Waining Fercentage:
- 4
Time Frame [Daps]

[ m

L3 I Cancel I

TN NE

Vaul ti ng tab settings define the warning and overdue times for
vaulting, scratch, and checkout request jobs. These will show up as the
warning and critical icons for the jobs in the daily operations. The status
icons for the job types and the site in the shortcut bar are based on these
measures. Each phase of the media movement has its own
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Figure 5-8

Figure 5-9

%2] sLA Threshold Configuration
System  Vauling | DadyJob |
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SLA Status Configuration

warning/critical status (moving media within the site, performing the
transit from your site to the destination offsite location, and then moving
the media within that offsite location).

The total overdue time for any job will depend on whether the job
includes moving media offsite or not. If the job is only moving media
onsite, just the onsite times count. The due time would be the “onsite
critical” time after the job starts. If moving media offsite, only the due
time would be the sum of the critical times. All automatic vaulting and
scratch jobs are always considered low priority, and checkout request
jobs have their priority set when they are submitted.

SLA Threshold Configuration — Vaulting Screen

|;i Saivice Level Agieemenl Slatus Thiesholds

gite  |Priorite | Dnsile Waming | Onsite Crilical | Transil Waming | Transit Gritical | ofsite Warning |ofsite Crisical | =]

Global |High a05.00 O0:30:00 Q03000 01:00:00 01500 O0:30:00
Global |Medium 003000 01.00:00 00000 030000 003000 01.00:00
Global | Lo 01:00:00 020000 120000 24:00:00 010000 020000

You can edit the settings for any priority (double-click or click Edi t ).

Manage Vaulting Threshold — Edit Screen
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Dai | y Job tab settings define the warning and critical times for all
other job types: premount jobs, mount request jobs, and scratch init jobs.
The time warning and time critical settings for each of these jobs
represent how long after the job started before the job goes into the
warning or critical (overdue) status. Double-click a job to edit or view.

SLA Threshold — Daily

| Service Level Ageemssnt Statuz Thiashobds ]

Eﬂ SLA Threshold Configuration
System | Vading Dar o |
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Glohal |Excephons I, i 11 0 1% 2%

The Dai | y Job tab also include the SLA status threshold settings for
exceptions. These are measured in terms of the number of media in the
exception list (for example, lost media) that can be defined in terms of
the total number of media exceptions and in terms of the percentage of
media exceptions compared to the amount of managed media in the site
(for site-level exception SLA status) or total managed media (for global
exception SLA status). The settings for the total numbers of exception
media take precedence of the percentages. (So, if the total number of
exceptions setting is more than the amount of media represented by the
percentage setting, the number setting is used for the exception SLA
status.)

Manage Daily Thresholds Screen

|| Service Level Agreement Status Theeshaolds

[5)’] Manage Daily Thresholds

SiarSoops
Glabal
Event Type

[Exceptions

Job Colical Threshold

EN
Job'\waming Thoeshald

NN .

Job Catical Percentage Threshold
2 %
Jobwaring Pensertags Thieshold

1 %

160 Chapter 5



Figure 5-12

Figure 5-13
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Viewing Alerts

Alerts are used to show configuration problems and any problems
running requests via the XML Gateways to Backup Managers, and so on.
Alerts are viewed either at the site level or the global level. The site-level
alerts only show alerts that are site specific. The global-level alerts show
alerts for all sites. From the SLA St at us/ Reporti ng screen,
double-click Al ert Hi story for Al Sites,orfromthe SLA

St at us/ Reporti ng screen for a specific site, click Al ert Hi story.

Alert History — Global

|| Ale=rt Log: Total alests = 141

© =
2] At History
AlenlD  |Severty |Date [time  |sie Ermar Message -

4311 | Critical 01203 151000

4309 | Critical 0MAZM3 141311

4308 | Critical 0MAZ203 141308

172 Critical 12802 2338:53
142 | Critical 121202 D4:16:02

To view a list of pending alerts for all sites, click the Current Al erts
for Al Sites tabonthe SLA Status/ Reporting screen.

Pending Alerts Screen

|| &bt Log: Totad alests = 4169

liﬂ] Pending Aleris

3
MeiD | Seveity | Date [Tirne |ite [Ervor Message ﬂ
4317 | Crilical 01203 151003 Cannod perform requiest i Backup Manac

d

4311 | Crilical 01203 1510:00 Cannod perform requiest i Backup Manag

&30 | Crilical 011203 1509:58 Cannod perform requiest i Backup Manag
d

4309 | Crilical 01203 141311 Cannod perform requiest i Backup Manac

You can either double-click an alert, or select an alert from the list and
click Vi ewto view/manage an alert. Clicking Resol ve Hi ghli ght ed
allows you to select multiple alerts and resolve them all at once, and then
they are moved from the Pendi ng Al ert s screen to the Al ert

Hi st ory screen.
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Figure 5-14 Manage Alerts Screen
D) Manage Alerts b
At 1D Blert Severity
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il sk
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[+ At iz Pereding
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You can acknowledge/resolve an alert (so it switches from the current
alerts list to the historical alerts list) by clicking to clear the Al ert is
Pendi ng check box. This returns you to the Pendi ng Al ert s screen
and, if you click Ref r esh (top right), the list will be redrawn without the
acknowledged alert.
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Reports

Use the Report s screen to generate reports to assist in monitoring
activity on the Media Operations Server. There are four types of reports:

Vault Audit—a list of media currently located in a cabinet or drawer

of a specified onsite vault, which can be used to physically audit the

media in the onsite vault.

= Scratch Media—the current levels of scratch media across all sites,
including scratch media usage information and recommended scratch

media levels.

e Media Movement—details of all media movements within the last 24

hours.

= Unknown Media—details of all unknown, blank and foreign media.

Vault Audit

The vault audit report prints the media contents of a specified vault
cabinet. It is available at global and site level. You will need to select the
site containing the vault, the vault name, the cabinet name, and the
drawer name as shown on the following screen. Click Pri nt Audi t
Report to print the media contents of the selected drawer.

Vault Audit Report

|mi| Reports Fou All Sites

[‘@“’] Media Operations Reporis

Select whach el cabanel and diase pou want 1o audi:

Select the sie conbaining the vaul:
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Dieawrer Hame

[EFEH =]
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Scratch Media

The scratch media report shows the last 24 hours of activity in all of the
scratch media bins in a specific site. (When this report is selected via the
global SLA St at us/ Reporti ng, select the site to report on.) This
includes current scratch bin levels, what optimal scratch bin levels
should be, whether you have too many or not enough scratch media in
each pool (so then you can decide whether to initialize new media for a
specific pool, or remove existing media), and how much scratch media
were used by backups in the prior 24 hours. The scratch media report is
also available from the Media Operations web site.

Media Movement

The media movement report shows the last 24 hours of activity for all
media movements due to vaulting policies, scratch bin maintenance, and
checkout requests on a specific site. Example media movements include:

= moving media from a device to an onsite vault,
= moving media from a device to an offsite vault,
= moving media from an onsite vault to an offsite vault,

= moving media from an offsite vault to another offsite vault (advanced
vaulting policy),

= moving media from an onsite or offsite vault back to a device
(advanced vaulting policy or checkout request),

= moving media from onsite/offsite vaults to scratch bins, and so on.

For each media movement, the report details whether it was overdue or
not.
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Additional Reports

You can also use the Feat ur e tabs in objects to get additional media
information reports, such as:

= Pool Media List: (Medi a tab on media pools detail form) A pool
media list, lists the media in that pool.

< Backup Specifications Media List: (Medi a tab on backup specs
detail form)
A backup specification media list, lists the media used by that backup
spec (different from current manual as there are no caveats — applies
to all backup specs).

= Systems Media List: (Medi a tab on system detail form) A systems
media list, lists the media used for backups of a specific system
(different from current manual as there are no caveats — applies to
all backup specs).

< Device Media List: (Li br ary tab on devices detail form for library
devices)
A device media list shows the media contents of a library device.

= Container Media List: (Medi a tab on container detail form) A
container media list shows what media are currently in the container.

Backup Media History

If you view details on any piece of medium, the Backup Medi a -
Hi st ory screen lists all the movements that piece of medium has gone
through.

Backup Media — History Screen
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%2} Backup Media
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Notifications

You can configure automatic notification by e-mail or to OpenView
Operations (OVO) for key events, such as alerts, job creation, SLA
warnings, and metrics.

Configuring Notification Interfaces

Before you can configure any notification triggers, configure the
notification interface first. The notification interfaces are configured on
the Server Paraneters - Notification screen as show below.

Figure 5-17 Server Parameters — Notifications Screen
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There are two types of notification interfaces

e Email

< OpenView Operations (OVO)
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Email Interface Configuration

You have to configure the following e-mail interface options to enable
e-mail notification.

Emai | “Fron? Address — The e-mail address shown in the Fr om
field in all emails messages sent by the notification system.

Email “Reply To” Address — The e-mail address used if anyone
replies to an e-mail sent by the notification system.

Emai | SMIP Gat eways — The list of one or more SMTP Gateway
Servers with their fully qualified network addresses. At least one
gateway is required, because it forwards emails from Media
Operations to defined users. If you define several gateways, the
software will try to connect to the gateways in the list in order, until
there is a response or no more gateways available.

OVO Interface Configuration

Configure the following OVO interface options to enable OVO
notification.

OVO opcnsg. exe Locati on — To use OVO notification, you must
have already configured your Media Operations Server to be
managed by OVO. In this case, there should be a utility called
opcnsg. exe on the Media Operations Server. This utility is used to
send notifications to OVO, so type the path to this utility to enable
OVO notification. You can click Br owse to browse your directory tree
to locate the directory containing the opcnsg. exe utility.

OVO Default Application— Type an application name (such as
Medi aOps) that will be displayed in OVO for any notifications sent
from this Media Operations Server.

OVO Default Message G oup — Type a message group name that
will be displayed in OVO for any notifications sent from this Media
Operations Server. (Note) you can override this default message
group when defining each OVO notification trigger.

OVO Message Prefix String— Type a prefix string that will be
prefixed to the beginning of every OVO notification sent from this
Media Operations Server.
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Configuring Notification Triggers

You can configure the notification triggers at the global or site level by
double-clicking Not i fi cati on under SLA St at us/ Reporti ng. (At the
site level, you can only add or edit notification triggers specific to that
site.)

There are four possible notification triggers that can be configured:
= Al erts — send a notification when an alert occurs.

< SLA—send a notification when an SLA measure is warning or
critical.

< Jobs — send a notification when any job is created.

e Metrics — send an e-mail report of metrics.

Alerts

Alert notifications are used to send events via e-mail or OVO that are
also logged to the alert log. Click Add to add a new alert notification, or
double-click an existing notification to view or edit.

Notifications — Alerts Screen

|_'i_HnIli|:.1linm Tatal reatification: = 1

[ Notifications
#erts | 5La | Jobs | Metrics |
Aot Motfications: are usid bo send events via Email or OV that e

Ari bagged o the Adert Lo Chek “dd™ 1o cresle & rew sl
riotification. or double-click. on an exsting notification lo view or edit.

Site owo? Email? Homal i Critical

Select the Nor nal , War ni ng, or Cri ti cal check box to define the level
of alert for which the notification is to be sent. Click the Si t e arrow and
select the site from the drop-down list. Select the OVO Event and/or
Send Emai | Message check box and configure the list of e-mail
addresses (by clicking Add and/or Edi t ) that will receive the notification.
When configuring the e-mail address list, for each address you can set
whether the e-mail will be To: or CC: or Bcc:. Click OK to finish.
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Alert Notification — Add/Edit Screen

|| Midtificationz: Total notifications = 1

E’] Alert Nofification =

Sered reohifcations on st lveds: Sikm
I~ iNowel I~ wanng [ Citiea [t |
VD Mezsage Group [Blank=defak]
I~ Send 0V Event |

[# Send Emei Mezsage

Addrass Send Methad ﬂ
smithioisenet T
SLA

SLA notifications are used to send alerts via e-mail or OVO when an SLA
is in warning or violation. Click Add to add a new SLA, or double-click an
existing notification to view or edit.

Notifications — SLA Screen

m Motifications 2

Mers 5LA | ok | Memcs |

SLA Holificsbon: s wied bo send sleris vis Emad or V0 whan 8
5L b v o wioksbon, Chok "0 b cesale & new SLA
nolficaton, o double-chich. on an essting robication o e o edi

Sim |cre? |Emai? |Pramowrs [Vaing  [SceichBin | S

Al i Fabw Faize True Trua Trm Tom

Choose which types of SLA measure for the notification that is sent and
select the site (or select Al | Si t es for global SLAS). Select the OVO
Event and/or Send Enmai | Message check box and configure the list of
e-mail addresses (by clicking Add and/or Edi t ) to receive the notification.
When configuring the e-mail address list, for each address you can set
whether the e-mail will be To: or CC: or Bcc:. Click OK to finish.
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SLA Notifications — Add/Edit Screen

|| Htilicabiong: Tolal nobdicalssng = 1

%23 sLa Notification

S reoblcations o sedeght § any ol e folosng SLA mese:

e wesming or cubcat Siker

+ Peemount 7 Vading * S<rachBin Al St
= ton = Escephors 7 Scimchirk
WD Message Group [Blankadefm] VD Sevesty
" [Sand 040 Evund] [ [Comeal

|~ SendEmal Message
Address Serd Mel

Jobs

Job notifications are used to send alerts via e-mail or OVO when a new
job is created. Click Add to create a new job notification, or double-click
an existing notification to view or edit.

Notifications — Jobs Screen

.'.i_Hnl:iI-r:.'nl-nrm' Taotal notificaiong = 1

E’] MNotifications ¢ o

Barts | 5LA Jobs | Matrics |

Job Notificatiorns aie used ho gerd aleits: via Emal of 00 whan a
mie o b crealed. Chek “Add” 1o cieale & new Job notlication, o
double-cick on an existing rotification o visw or edic

Site |ovoe | Emei? |Premourt [Vaking  |ScrsichBn [CoR |
Al Sikar Fabie Faluie T T Trae T Tre

Choose which types of jobs for the notification that is sent and select the
site of the jobs for which to notify. You can also select the Att ach Medi a
Li sti ngs check box, which will include document attachments (in
HTML format) on the job emails notifications that detail the required
media for that job. Select the O/O Event and/or Send Emai| Message
check box and configure the list of e-mail addresses (by clicking Add
and/or Edi t ) that will receive the notification. When configuring the
e-mail address list, for each address you can set whether the e-mail will
be To: or CC: or Bcec:. Click CK to finish.
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Job Notification — Add/Edit Screen

|| Motlications: Total notificatons = 1

/2] Job Notification B

Sand nodlicstions when the follovang pobs o cresbed Bl
7 Fremount [# Wauking J+ Sermch [ Sites =]
FF R = Hount Reguest P Seachion
OV Message Group [Blanksdefat] VD Severiy
I (S OV Ever [ [Wanirg =]
" SerdEmail Meszage [ Aitach Media Listings
Address Send Method| =]
Metrics

Metrics notifications are used to send status updates via e-mail after
metrics are collected on a defined schedule. Click Add to create a new
metrics notification, or double-click an existing notification to view or
edit.

Notifications — Metrics Screen

|;i Nolilicabions: Tolal nabdesbons = 1

/2] notifications > m

Alerts | SLA| Joos Matrics |

Meliics Molficatons as used 1o send sabus updales via Emal sller
metrics are colected on & defined schedule. Click "Add" bo orsste 5
Ry M rotification. or double-chck o an esifing nolification 1o

s o el
Site |Frequency  |Timehame  [Detabs? |
Al Sitms Dhamly O Tre

Select what period of time this metric notification will cover. (You can
define multiple notification triggers for different metric periods, such as
a notification generating metric reports covering the last week of activity
and a different notification generating metric reports covering the last
day of activity.)

The frequency options are:

< Dail y — Metrics are sent every day after they are collected. The
default collection time is 10:00 am.

= Weekl y — This shows a new pull down for the day of week. The
metrics are sent summarized for a 7-day period.
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= Mont hl y — Metrics for the prior month are sent on the first of each
month.

Timeframe This determines the number of units that are sent. If this is
0 or 1, just one unit is sent (one day, one week, one month). If you type
12, you get a report with the last 12 days, weeks, or months. If the
number is 0 or 1, you get a media pool detail report. >1 gives you the
totals only for all pools.

The options on the day-of-week drop-down list:
Everyday
Sunday
Monday

Saturday

This drop-down list determines the day of the week that the weekly report will be
sent. The everyday option will send the metrics every day using the day prior to
the day of sending as the ending day for the week. So, a report send on Tuesday
uses Tuesday to Monday as the timeframe. A report send on Monday uses
Monday to Sunday, and so on.

Metrics Notification — Add/Edit

| Hotifications: Total notficstions = 1

[%2] Metrics Noiification

Schedule ieguls smal reports of Meds Opergbons meince

Fraquencis T St

|U.-'==w ;l a JAll S ;I
Drap of Wwiosk:

|Ev:|pd&.l ;l

Addrass Send Methad ﬂ
hnveland @hg.com T

[T ===
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Metric Report Description

The durations you will see are:

e Daily Detail (oneday with media pool breakdown)
e Daily Sunmary (multiple days totals only)

e Wekly Detail

e \Wekly Sunmary

e Mnthly Detail

e Monthly Sumrary

Media Location Summary (Daily Average)

Holdng bin Devices Opsite Yauht  {SFcbe Vank Other
| 182003 - WMRN ¥ 34685 A6 I8 16000 |4128 LRI A T
1 1/2003 - 3172003 ok 5371 159200 LR 345 41 660728
SHE0T - W20 |.‘.'.!k'- k], |'{l5 £ |I.'-'5'.-12 Wr42 Rt 6,686.28
| BE00E - W03 W4 LM |1.5HIE | TS Lo I L4

The Media Location Summary is the total on a daily report and the
average for the number of metric days for the weekly and monthly
reports. The number of metric days is the number of days that have
metrics collected and reported for the timeframe being reported. For
example, if the monthly report does not include the first 14 days of the
month due to the system being installed on the 15th, the number of
metric days would be the 15th to the end of the month.

When viewing this report, you want to see the holding bin and other
columns as low as possible. Other comprises of the COR, unknown and in
transit location media.

Media Summary (Daily Average)

Srratch Bin

Tokal # Tapes

Total # Expired

SARR003 - B2d4003

B 282 57 2,567 85 9,546 85

Job Status

The Job Status only shown on daily detail. Listing of the jobs is closed
from midnight to midnight. Jobs closed in violation of the SLA are
highlighted in red.
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Figure 5-28 Open Job Summary

Entered Date Time Taae Datei Time

4517 Vak W10CM3 M3143 W1LE003 103143

ol Seratch TRARME 41U TRAGE 10414
craich
7125 Serach T3 053022 TG0 103022

Job Metrics

Figure 5-29 Job Summary (Daily Average)

Vaulting- ~ Vaulting-  ScratchBin ~ Scratch Init COR Premount Reactive

Automatic Manual Mount

Boise BLD25 442 914 437 10.28 7.00 4.00 0.00

The Job Summary lists the average number of each type of job that you
have during the period.

Figure 5-30 Job Period Totals

Total # Total # Total # Total # Iotal# COE  Total# Total #

Vaulting - Vauling -  Seratch Bin  Berateh Init Fremount  Heartiv
Auwtomatic Manual Mount

SERH0G - Ar2H2003 h 4 a2 T2 43 & a

The Job Period Totals lists the total number of each type of job that you
have during that period.
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Pool Health Metrics

Figure 5-31 Media Pool Health Summary (Daily Average)
Media Foal Total # Tapes Tum O o Mew Fum Foor  Num Poor Medial
Exreptions Exceptions Serateh
[bcal-tapes b bp. com] 15,00 1.00 oo 0100 0,00
[Eron-nee. bot b com) .00 ol oon .00 ]
[bcal 0 boa bp. com] 1788 ARC DLT 200 000 aon 0,00 0,00
[bodE-coc boi be com] A 26.00 ] oon 1.00 0o
[cammd12 boise e hp.com] AB_256E,_BLOCE 500 214 047 0,00 .00
[omna2 bodse. it hp. com] AB_LTO1 SCRATCH 130800 65142 5271 25.71 5228

The Media Pool Health Summary lists the average of how many tapes
you have in a media pool for the period. This table shows the number on
exception as well as the number of new exceptions.

Figure 5-32 New Vaulting Exceptions Period Totals

Total # New Exceptions

/2312003 - 3/25/2003 1,388

The New Vaulting Exceptions Period Totals lists the total new vaulting
exceptions for the period.

Premount Metrics

Figure 5-33 Media Premount Summary (Daily Average)

Num Standalone  Num Libraries Num Media Num Media

Devices Required Mounted

Boise BLD25 370 27 623.28 437.57

The Media Premount Summary lists the average number of standalone
devices, libraries, media required, and media that are mounted. The
difference between media mounted and media required is that it
indicates that media are being mounted without verifying them in the
premount job. (Note) if a a site requires that scratch media be verified in
the premount jobs, as this is indicating, your media may or may not be
mounted before the backup starts.
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Figure 5-34 Media Premount Period Totals

Total # Standalone ~ Total #Library  Total # Media Total # Media

Device Mounts ~ Device Mounts Required Mounted
/2312003 - 9/2%/2003 2,658 649 4363 3413

The Media Premount Period Totals lists the total number of standalone
device mounts, library device mounts, media required, and media
mounted.

Vaulting Metrics

Figure 5-35 Protected Media Summary (Daily Average)
dedia Posl Takal # Tapes [um VWirigten [um Vaslied
[oi2-bap e bezd b o] 18,00 000 0.00
[boiz-cos boihp.com] 100 .00 n.on
[brod 120 kest b com] 1798 ARC DLT 200 Q0 0.00
[boiz-cos boihp.com] & 2600 0,00 n.on
[beoirnnl2 bsise e bp. com) AB 256 BLOCE 500 s 0.85
| [bodmmi2 Eise. it hp. com] AE_LTO1_SCEATCH 7.308.00 17183 22657
[bodmm(iZ beise i bp. com] adhee 300 000 0.00

The Protected Media Summary lists the average number of tapes,
number that are written, and number that are vaulted.

Figure 5-36 Protected Media Period Totals

Total # Written Total # Vaulted

B/23/2003 - 5/25/2003 8,767 11,602

The Protected Media Period Totals lists the total number written and the
total number vaulted.
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Scratch Metrics

Figure 5-37 Expired Media Summary (Daily Average)
adia Pesl Total# Tapes  Total # Explred Sevareh Bin s Explrad
o2 -taps boi hp. com] 15.00 |1 42 200 0.0
[lsi2- o besd b o) 100 ] .00 Q.00
[E=il1 20 boihp.com] 1798 ARC DLT 2.00 |I.'IZB 0.00 0.0
[lesi2- e besd b o] & 26000 742 .00 Q.00
| [E=oimm 02 boise e bp com] AR _ZE_BLOCE 3.00 |I.'IZB 0.00 Q.00

The Expired Media Summary lists the average number of tapes, average
number of expired, average number in the scratch bin, and average
number expired. Note the Tot al # Expi r ed and the Num Expi r ed are
not correct for the dates prior to Media Operations 3.01.03 being
installed.

Figure 5-38 Expired Media Period Totals

Total # Expired

92412003 - 5/30/2003 2,212

Remote Metrics

Figure 5-39 Remote Account Summary (Daily Average)
BLL& Basise BLDES ST
Houston Boise BLDZS |."-'I?""'

The Remote Account Summary lists the average number of media
currently vaulted.

Vendor Metrics

Figure 5-40 Vendor Account Summary (Daily Average)
Hite Him BModia
Beise Man Site ELD2S Eoms ELD23  |45.444.00
Tran M omtoen ML 10001 Bome BLT2S  |0.00
1234 Emm ELD2S  [0.00
Tran Momtun C8 10002 Bome BLTI2S  |4,385.00

Chapter 5 177



Status and Reporting Interfaces
Notifications

The Vendor Account Summary lists the average number at the vendor
site.

Vault Metrics
Figure 5-41 Media Vault Summary (Daily Average)

Tam Media

Min Bosse BLDZS 143500

The Media Vault Summary lists the average number of media in a vault
at a specific site.

NOTE The remote account metrics, vendor metrics, and vault metrics are not
available for dates prior to Media Operations 3.01.03 being installed.

Location Metrics

Figure 5-42 Media Location Summary (Daily Average)
Scratchbim Holding hin Devices  Omsite Vault  (ffsite Vanlt Dther
[hei2-tapes beahp com) 200 0.00 ] 000 0.00 17.00
[boiz-cee. boi bp. com) aon 0.00 0.00 ;':I o] oo 1.00
[bon ]2 boe by com] 1798 ARC DLT |0on 1.00 0.00 L] 0.00 1.00
[bri2-cez bot bp. com] & oo .00 .00 "' ] 0.00 .00

The Media Location Summary lists the average number of media in the
scratch bin, holding bin, devices, onsite, and offsite vaults. This is a
media pool example (see Figure 5-26 on page 173).
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Location Audits

Location audits verify that the media are in the exact location Media
Operations thinks they are in. This is beneficial in two ways:

= you can account for each piece of medium
= you are able to clear exceptions

To begin your location audit,gotoUtilities > Location Audit.

Media Location Audit Screen

(= - |
[‘@] Media Location Audit B
Select Site:

Al Dne -
Select Location
Scratch B -I
S of Typs Macdia Label
[ Vaiify Fiece

i skt Peeedng | Export Fiemote Accoun Fepot |

Vs Sk Frobbems | iepot Dffste Vanda At Fie |

View A1l Media | Impott At List | oK

From here, you are able to audit your media. (Note) top-level
administrators are the only ones that will see the bottom six buttons. If
you are not a top-level administrator, the screen will have those buttons

removed.

Select Site

You first need to select the site that you want to audit where the media
are located. Then you will select a location.

Select Location

There are five locations that you can select:
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e Scratch Bin

e COR Hol ding Area
= Device

= Vault

e Holding Bin

Scratch Bin

When selecting scratch bin as the media’s location, you will see the
following screen. You can scan the medium or type the media label. Click
Verify Piece to verify the piece of medium.

Media Location Audit — Scratch Bin Screen

ﬂ"’] Media Location Audit C

Sehct Sike
[farsaes =
Select Location
ScrchEn =
Scan o Type Media Label
ey Pigca I
View hudt Pendrg | Export Remote Accours Fepor |
View Audit Protlens | Impast Offite Vereke st Fie |
View Sl Meda | I A Lt | oK

COR Holding Area

When selecting COR as the media’s location, you will see the following
screen. You can scan the medium or type the media label. Click Veri fy
Pi ece to verify the piece of medium.
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Figure 5-45 Media Location Audit — COR Screen

/2] Media Location Audit 5

Seleck Sie

|.‘-'d Siles: :I

Select Locabon

COF Holdng &oea -

Scan o Type Media Label

[IIARIERNRRARRIARARRIN] ey Fiece I

Viewbudi Pendrg | Esport Remate Accourt Repon. |
Wiew At Problems | e |

Wiew &4 Media | Irmipost Avschit Lt | oK 5

Device/Vault

When selecting device or vault as the media’s location, you will see the
following screen.

Figure 5-46 Media Location Audit — Device/Vault Screen

sy |
2] Media Location Audit

Select S
|Elois= BLD 25 ;I
Sehact Location
Dewvca = % Sean by Skt
o T Scan by Meda
AL0 25 West | Select Stavtng Pant
Media Drvice Sht Grid
[lEaCn OEED 100 [E30E DAT 1 | 1 [E53
Scan of Type Madw Label
PETI] el Pl I Hesat, DevicesSlal Empty ]
View Budit Pending | Expot Remala Accounl Aeport |
i duackt Frebess | Import Dsite Vencor Audi Fie |
Wiee 0l Mecha ] It St List ]

You will now need to select either:
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e Scan by Sl ot — This verifies the exact location of the media using
the walk-through order of the vault or data center.

e Scan by Medi a — The general location is verified not the exact
location in the vault/data center.

Next, select a data center and click Sel ect Starting Point.

Media Location Audit — Select Starting Point Screen

Y |
23 media Location Audit [~

Zelecl the Fadng o n e dalacender

Gelact Gie

[slacanter

[IBciee ELD 25ELD 25 Eant =]

Gid

[Drasiigred =

If you choose the starting point in the data center of Unassi gned, the
first medium meeting the set criteria will be displayed. If there is a
medium available to audit, you will see the media label, device name,
slot, and grid ID. To verify the piece of medium, either scan or type the
media label and click Veri fy Pi ece. If the device/slot is empty, click
Next Device/ Sl ot Enpty.

Holding Bin

When selecting the holding bin as the media’s location, you will see the
following screen. You can scan the medium or type the media label. Click
Verify Piece to verify the piece of medium.
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Figure 5-48 Media Location Audit — Holding Bin Screen

T |
['Gf'] Media Location Audit i

Select Sin

A S -I
Select Localion

H ke B -

Sian of Ty Miecha Label

Wely Fiece
Wiew At Parding | Esport Remcis dcoount Repori |
Viowfurdk Frobkers | Ingos Ditse Verdor duiiFle |
VewsiMeda | oo Aec Lt | ok

View

As previously mentioned, this section is only accessible by top-level
administrators. You are able to view:

= Audit Pending

e Audit Problens

- Al Media

When you click any of these buttons, you will see the following screen.

Figure 5-49 Media Location Audit — View Screen
sk
m Media Location Audit

| Desoiption |Barcode Label |MediaPool | Backup Manage:| Last Wite Date | Protection |Lozaton | Quskily | Audk Stehs [Audt Date/Time |Audk Locsion |m=da:;|i|

KBETI4  KEBII4 KB_DLTE_PAC bobestnml] a.boi 121702 Peimarert | Traresd

ABDSE2 AB_LTON_PAC bobestwmi] a.boi TAEM2 1243102 | Bk BLD

Diadsdt DLT, CODODDE Defadt DLT e erdd b o D243 Peimarert | Amdocs- Sl

20211 2N 2 beek? boes_hp.com TG 1243102 | Betse Mar &

e ] Defadt LT bk ¥19 bosse, e by VA2 12/24002 | Betse Mar &

NK1553 Dt DLT? | bokZZ2T book. b con A2 12424002 | Betse Mar &

Here you see a detail of the media for the selected sites. You have the
ability to query, print, reset audit flags, or audit specific media.
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Query
This is used to reload the media list using the following filters:

< Nane Cont ai ns — Query the media records for any barcode label or
media label containing the string specified. Blank selects all:

e All, Audited, Audit w Problem Not Audited— Narrows
the selection to just any audit flag, audited, audit with problem, or
not audited.

e Current Location — Filters the list to the general location
selected.

e Audited Locati on — Filters the list to the general location that the
media were audited in.

e On Exception — Filters the list to media currently on a vaulting
exception.

e Verified on Job since: — Filters the list to media that was
successfully verified on a vaulting job (manual/scratch/offsite/and so
on) since on or after the date specified — jobs closed in that
timeframe only. If the job is in a pending state for offsite or
confirmation, it is excluded.

If you want all the media that are not audited but were vaulted since
10/6/03, leave the Nanme Cont ai ns field blank, select the Not Audi t ed
radio button, select the Veri fi ed on Job since: check box, and type
10/ 6/ 2003 in the Verifi ed on Job since: field.

Filter Media Screen

23 Finer Media
[# Hame Corlans
= C Auadied O Audied wiPaatiem O Mol duadited
[ Cusent Location  |Scsatch Bin x
™ sudied Localion [Saich Din -

[T Or Excephon

™ Viesfied o Jold sirca [ 100706/00

Print

When you click Pri nt, you will receive an audit report of every piece of
medium, including:
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e medium number
« current location

= current status (Good, Problem, or Blank if medium has not been
audited)

= time stamp
= location

< who audited

Reset Audit Flags

Before you can do a location audit, you need to purge the old audit data.
Click Reset Audi t to clean the slate.

Audit Highlighted

This allows you to audit selected media. This is useful to mark media as
audited that was verified using a paper listing. Select the media you
want to mark off and click Audi t Hi ghl i ght ed.

Import Export

To use the device (by slot) scanning, you need a computer on the network
to go through the data center or you need to write down everything in
each device. For the import (from file), create a text file with each tape on
a single line. For example:

AB0100
BC0123
AB1285

To do this, type in the number, scan to notepad, and so on.

The export/import for the remote accounts/OSVs require a special XML
file and is currently used only for Media Operations-to-Media Operations
accounts.

Export Remote Account Report

This is used to produce an XML file for the remote account managed by
the Media Operations Server. It is useful for transferring the audit
results to the sending system. Only the media in the vault for this
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remote account is used.

1. Select the remote account from which to generate the file.
2. Type the name of the file to save.

3. Copy the file to the sending server.

Import Offsite Vendor File

This is used to import the file on the home system that was generated
using Export Renote Account Report. If the remote account
information from the offsite system does not match the account name
and password for an offsite vendor account record, the file is not
imported. The current locations will not be changed to offsite, to do this,
click Request Audit from the vendor’s account entry.

Review the exceptions file to see the media that either did not match
with media in the Home Server or, for which there was more than one
matched, did not match with media in the Home Server or for which
there was more than one match.

1. Select the file to import.

2. Type the name of a file to save the exceptions.

Import Audit List

Select the location from which the media are being audited. (Note) this
will not change the current location of the media. All media imported will
be marked as audited at this location.

1. Select the file to import.
2. Type the name of a file to save the exceptions.

3. Review the exceptions file to see the media that either did not match
with media in the Home Server or for which there was more than one
match.
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Installing the Media Operations Server

Installing the Media Operations Server

This chapter provides an overview of the installation procedure and
introduces the installation concept. Installation consists of installing the:

= Media Operations Server
= XML Gateway

= Media Operations Manager (optional)

Installation Overview

The Media Operations installation package is installed manually from
the CD-ROM.

= The minimum requirements for the Media Operations Server is a 500
MHz Pentium 111 CPU (or above), 256 MB RAM, and 500 MB free
disk capacity. (A dual processor machine is highly recommended.) The
installation process checks that sufficient disk space is available to
install the Media Operations Server components.

= The unlicensed version of the product is a fully functional demo
version (see “Licensing Media Operations” on page A-197). The
administrator installs license keys after the product is installed.

= It is recommended to install the Media Operations Server onto a
system that is a client of a tape backup solution as it provides a tape
backup mechanism of the Media Operations Server data.

= The Media Operations Server installation includes a built-in web
server that provides the web-based Media Operations GUI. The
Media Operations Server installation package detects the presence of
any existing web server on the system that the Media Operations
Server is being installed on, and warns the installer that another port
(3612) will be used for the Media Operations Web Server so that it
can co-exist with the existing web server.

= To successfully install the Media Operations Server, there must be a
local printer installed. If you do not have a local printer connected to
your system, you can still install if you configure a local printer in
your operating system, even if the printer is not attached.

= Media Operations Clients and Servers in languages that use Western
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European character sets (such as 1SO extended ASCII) can
communicate with one another with no issues. Media Operations
Clients and Servers in languages that use double-byte character sets
(for Media Operations 3.0, only SJIS and EUC-KR are supported) can
communicate successfully only with another Media Operations
installation using that character set. This means Japanese clients
must link to Japanese servers, Korean to Korean, and so on. See
“Supported Languages” on page 13.

When installing Media Operations in a double-byte language
environment, you receive the following screen that gives you an
option to Cancel or Re-index. Click Re- i ndex to continue. Click
Re- i ndex within 30 seconds to avoid timing out. Do not click
Cancel .

The indexez were built with a different zorting table.
Would you like ko re-index ar quit?

Cancel I Re-index

Installing Media Operations

Follow the procedure below to install Media Operations on your server.
You are prompted through several screens during the installation
process.

1.

Insert the installation CD-ROM and run set up. exe from the
server directory.

Click Next onthel nstal | ati on W zar d screen to continue with
the installation.

The next screen displays the licensing agreement, please read
carefully and click Yes to accept the agreement and continue the
install process. Accept this agreement to continue the installation.

At this point, you can choose the destination where the files are
installed. The default location is
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C.\ Hew ett - Packar d\ Dat aMgt \ Medi aQps. To install to this
location, click Next . To install to a different location, click Br owse
and select location.

The Media Operations Server Database files are located in the same

des

tination directory as the Media Operations Server. Because the

database files can grow to a large size, you should select a destination
location for the Media Operations Server that can accommodate this
growth.

5.

You are next prompted to choose where you want to install the data
management communication service files. The communications
service is a common component that is used by other Data
Management applications that you install on your system. To install
to the default folder, click Next . To install to a different folder, click
Br owse and select the folder.

Type an initial top-level administrator username and password. (You
cannot continue the installation unless this information is entered.)
Note the top-level administrator’'s login and password, because they
will be the only way to log in until you create additional users.

At this point, you have the option to go back and review your settings
or proceed with the installation. To review your settings, click Back.
To proceed, click Next .

You have the option of reading the Read Me file. Click Fi ni sh to exit
the installation wizard.

The installation is now complete. You should see the server console
window for the Media Operations Server.
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Installing Media Operations Manager
Overview (Optional)

You have the option of installing the Media Operations Manager onto
supported client systems. This provides the graphical user interface to
Media Operations. This is useful when you want to provide Media
Operations on a local site even when Media Operations Server is located
in another site.

(Note) a copy of the Media Operations Manager is included with the
Media Operations Server, so you will not need to install the Media
Operations Manager onto the Server System.

This processes an installation package that is manually installed from
the Media Operations CD-ROM.

Installing the Media Operations Manager

Follow the procedure below to install Media Operations Manager on your
client system. You are prompted through several screens during the
installation process.

1. Insert the installation CD-ROM and run set up. exe from the
cl i ent directory on the CD-ROM.

2. Click Next onthelnstall ati on W zar d screen to continue with
the installation process.

3. The next screen displays the licensing agreement. Please read
carefully and click Yes to accept the agreement and continue the
install process. Accept this agreement to continue the installation.

4. At this point, you can choose the destination where the files are
installed. The default location is
C.\ Hewl ett - Packar d\ Dat aMgt \ Medi aQps. To install to this
location, click Next . To install to a different location, click Br owse
and select location.

5. At this point, you have the option to go back and review your settings
or proceed with the installation. To review your settings, click Back.
To proceed, click Next .
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6. You have the option of reading the Read Me file. Click Fi ni sh to exit
the installation wizard.

7. The installation is now complete. You should see the Medi a
Oper ati ons Manager icon on the desktop, and there should be a
Medi a Qper ati ons option in your St art menu.
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Installing XML Gateway Overview

There are stand-alone installation packages that support installation of
the XML Gateway onto Microsoft Windows, HP/UX, and Solaris
platforms. The currently supported Backup Managers that the XML
Gateway integrates with are:

HP OpenView Storage Data Protector v 5.5, 5.1 and 5.0
HP OpenView Omniback 11 v 4.1

VERITAS NetBackup Business Server 4.5*

VERITAS NetBackup Data Center 4.5*
* Feature Pack 3 or higher is necessary for VERITAS NetBackup support.

You can install the XML Gateway onto the same system as your Backup
Manager (such as on your HP Data Protector Cell Manager), on another
system with the same firewall zone as the Backup Manager, or on the
Media Operations Server System. (This must be a dual processor system
for this configuration.)

Installing XML Gateway on Windows

Follow the procedure below to install the XML Gateway on your server.
You are prompted through several screens during the installation
process.

1. Insert the installation CD-ROM and run set up. exe, from the
xm gwwindows directory on the CD-ROM.

2. Click Next onthelnstall ati on W zar d screen to continue with
the installation process.

3. The next screen displays the licensing agreement. Please read
carefully and click Yes to accept the agreement and continue the
install process. Accept this agreement to continue the installation.

4. At this point, you can choose the destination where the files are
installed. The default location is
C. \ Hew et t - Packar d\ Dat aMgt \ DPXMLGW To install to this
location, click Next . To install a different location, click Br owse and
select location.
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5. Next, you are prompted to choose where you want to install the data
management communication service files. The communications
service is a common component that can be used by other data
management applications that you install on your system. To install
to the default folder, click Next . To install to a different folder, click
Br owse and select the folder. If you have already installed the Media
Operations Server, this step is skipped.

6. At this point, you have the option to go back and review your settings
or proceed with the installation. To review your settings, click Back.
To proceed, click Next .

7. You have the option of reading the Read Me file. Click Fi ni sh to exit
the installation wizard.

8. The installation is now complete.

Installing DP XML Gateway on HP-UX

Follow the procedure below to install the XML Gateway product on an
HP-UX system.
Prerequisites

To install onto HP-UX, you will need either root access or an account
with root capabilities.

An HP-UX system that will become your future XML Gateway host must
have:

O supported HP-UX version installed

O sufficient disk space for the XML Gateway software

O port numbers 25555 and 25556 free

O TCP/IP protocol installed and running (must be able to resolve
hostnames)

Installation

1. Insert the Media Operations CD-ROM and mount it.

2. Using the standard swinstall procedure, type the path.
For example:
swinstall -s taz:/cdrom xm gw hpux/
HPMedOps. depot HPMedQOps

194 Appendix A



Installing and Licensing
Installing XML Gateway Overview

3. Check that the max_t hr ead_pr oc parameter of the HP-UX kernel is
set to at least 512. (This is the maximum number of threads allowed
per process.) For more details, see “Kernel Tuning for XML Gateway
on HP-UX” on page C-223.

See HP-UX documentation for additional information on swi nstal | .

Uninstall

To remove the XML Gateway software from an HP-UX system, type:
swr enove HPMedOps

Installing XML Gateway onto Sun/Solaris

Prerequisites

To install onto Solaris system, you will need either root access or an
account with root capabilities.

A Solaris system that will become your future XML Gateway host must
have:

O supported Solaris version installed

O sufficient disk space for the XML Gateway software
O port numbers 25555 and 25556 free
O

TCP/IP protocol installed and running (must be able to resolve
hostnames)

Follow the procedure below to install the HP XML Gateway on a Solaris
system.

1. Mount the Media Operations CD-ROM and cd to the directory by

typing:
<cdrom nount point>/xm gw sol ari s

2. Type:
pkgadd -d and press Ent er,
HPMedOps. pkg and press Ent er, and
HPdpxm gw and press Ent er.

3. You are now asked:

Do you want to continue with the installation of
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<HPdnmxm gw> [y, n, ?]
4. Typey to continue.

Uninstall
To remove the XML Gateway software from a Sun/Solaris system, type:

pkgr m HPdpxm gw
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Licensing Media Operations

When the product is initially installed, it has no license key and is
therefore acting as a demo product (with a 60-day time limit and
unlimited media license). While the product is in “demo” mode, every
time you log into Media Operations a message is displayed showing how
many days of the demo period are remaining.

The product is still fully usable until the 60-day time limit expires. When
the 60-day demo period expires, the product is switched to “expired”
mode. While in “expired” mode, you cannot run any daily media
movement jobs, except for checkout request jobs, and the web GUI is
disabled. Every time you log in, you get an error dialog prompting you to
install the appropriate number of licenses.

Even though the product cannot be used in expired mode, the server
continues to run any scheduled activities, such as polling for new
information from the Backup Managers or making backups of the
database, and so on. Any new pieces of medium detected on the Backup
Managers ARE added into the Media Operations Database even though
the media license has been exceeded. This ensures the product is kept in
sync with the environment, so that when the product switches to normal
licensed mode, it is still up to date.

To enable full product use with no time limits, gotoUtiliti es > Add
Li cense. This option is only available if you log in via the Media
Operations Manager running on the Media Operations Server. The Add
Li cense command launches the Aut o Pass Li cense Key application
in a separate window, and you can use this application to install new
license keys.

Auto Pass License Key

!_ HPOY AuvtoPass: Import passwords

Erilier thie eeporied passwords file narme coraining passwords 10 iempart 1o \is
ysiem

Impoit passwons

File path | Browse
“igw file conbanis

— |

Each key represents an increment of either 2000 or 10,000 to the
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maximum managed media limit (the increment is encoded in the license
key), or you can buy a license to manage unlimited pieces of medium.

When a new license key is entered using this option, it is first checked to
ensure that it is not the same as an existing license key (if it is, the
option gives an error message) and then the new key is checked to ensure
it is a valid Media Operations license key.

Assuming the new key is unique and valid, the media license is extended
by either 2000, 10,000, or unlimited pieces of medium depending on the
license key.

Once you have installed sufficient licenses to cover your expected
managed media, the product will be fully operational. However, if you did
not install sufficient licenses to cover the current media or you exceed
your license as the amount of managed media increases over time, the
product switches to “license exception” mode. In license exception mode,
you have a 60-day grace period to correct the license by installing
sufficient new licenses to cover your media. During this grace period,
Media Operations remains fully operational, but if you have not installed
sufficient licenses by the end of 60 days, Media Operations switches into
“expired” mode — which means that you cannot run daily operations,
except checkout requests, and you cannot use the web GUI. You can
return the product to full operation from expired mode by installing
sufficient licenses to cover the amount of managed media.

Viewing Licences

Onthe Utilities menu of the Media Operations Server System, you
can click Vi ew Li cences to view your current license configuration.

HPOV Utopias — Report Passwords

!: HPIY Autol . Hepail passwands

Fagswords instalad on this system ane Show below
Pastwonds Repod

™ Inthudle expired passwonds:

Pas s milabed

L |
- | Permnanent Passwaord for Product Membar: BT 0284
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Overview

The Media Operations Server includes the following external interfaces:
“XML File Import Interface” on page B-201
“XML Offsite Vendor Interface” on page B-203

“Bulk Configuration File Import” on page B-213
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XML File Import Interface

To support Backup Managers other than those supported by the XML
Gateway, the Media Operations Server supports a file-import interface
that allows an external backup application to post HTTP/XML formatted
files to a directory on the Media Operations Server.

Each file-import Backup Server should have its own unique directory
assigned to it when it is added to the Media Operations configuration.

File Import

Every unique file-import directory is polled by the Media Operations
software for any incoming files containing response data blocks. (Any
files not from the server name defined for that file-import directory are
ignored.) The polling frequency is set to once per minute by default, but
you can modify this using the Fi | e Pol | i ng Frequency setting
defined in G obal Configuration Options > Server Paraneters.

Any new devices, pools, backup specifications, or media detected in the
HTTP/XML response data in valid incoming files are automatically
added to the Media Operations Server (same as for new devices, pools,
and so on in the XML response data from the XML Gateway).

Creating Files
You must:

O Provide scripts to convert information from your Backup Server
(other than those supported by the XML Gateway) into incoming files
containing Backup Manager, pool, device, backup specification, and
media information.

O Ensure the files are copied into the file-import directory defined for
that Backup Server.

The files you create must match the format described in “XML Import
File Format” on page B-202 and must parse against the applicable Media
Operations XML file format DTD. See “XML Import File Format” on

page B-202 for instances of the DTDs.
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Usage
There are two basic usages:

= Configuration Update — you provide Backup Manager, pool,
device, and backup specification data, preferably imported in this
order. Generate and import these files at least once a day to keep
Media Operations in sync with the Backup Manager’s configuration.

= Media Update — you provide a media information report of all
media on the Backup Server at least once a day. There are two ways of
providing incremental media information (preferably once an hour
throughout the day):

— If you support media usage information, provide a file that parses
against the Used Media Information DTD. This enables you to set
vaulting policy at system or backup specification level, and to see
what media were used for the backup specification or system.

— If you cannot support media usage information, provide a
standard media information file consisting of a list of media that
have changed since the last media update.

If the script that generates the XML import files has an error (for
example, the Backup Manager is offline), you can log these errors in
Media Operations by submitting a Backup Manager Error XML file.

XML Import File Format

The file-passing interface uses files formatted in an HTTP/XML protocol.
The files contain the HTTP/XML response data blocks for:

= backup/restore device information (Li br ar yDevi ce. dt d)

= Backup Manager configuration data (Cel | Confi g. dt d)

= media pool information (Medi aPool . dt d)

= backup specification data (BackupSpecs. dt d)

< media information request (Medi al nf o. dt d)

= media usage within a specified time period (Medi aUpdat e. dt d)
= Backup Manager errors (Err or Report. dtd)

= device contents updates (Reposi t oryLi st. dtd)

See the DTDs found on the installation media under docs\ xm for a
guide to creating valid Media Operations XML.
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XML Offsite Vendor Interface

Media Operations provides support for electronic links to offsite vendors.
This electronic link allows Media Operations to send electronic
verification of media being shipped to offsite storage and also provides
electronic requests to return media from offsite storage back to the data
center (such as for recovery jobs). This provides a much more reliable
link to the offsite vendor compared to tracking media into and out of the
offsite vendor via paper lists.

The Media Operations administrator has the ability to manually add
their own offsite storage vendors and accounts, and then select these
custom offsite locations as part of the media vaulting policies.

There are two possible offsite vendor types:

< Media Operations: Media Operations type is used when the offsite
vendor is using Media Operations to manage its offsite media storage.
The electronic link works between your Media Operations Server and
the Media Operations Server at the offsite vendor.

= Generic: Generic type is used when the offsite vendor has its own
proprietary electronic link interface. When configuring offsite
accounts for such an offsite vendor, the Media Operations
administrator writes scripts to take information from Media
Operations and convert it to the offsite vendor’s link protocol.

Usage

This section defines the scripting interface used with generic vendor
types.

There are three basic types of electronic links to offsite vendors:
= media transit request
= request and receive audits

= status checking
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Generic Input Parameters for All Request Types

For both types of requests, Media Operations passes the following
parameters into the script that you create.

= Parameter 1: Request type parameter

1 (transit request)
2 (status request)
3 (request audit)
4 (send audit)

e Parameter 2: XML parameters files

The file name of the XML parameters file. Media Operations creates
this file prior to calling the script. This parameter is delimited by
quotation marks.

e Parameter 3: results file name

The file name passed into the script by Media Operations. Media
Operations expects any results of the script to be written to this file.
This parameter is delimited by quotation marks.

= Parameter 4: proxy type

Defines whether a Proxy Server is needed to connect to the offsite
vendor and, if so, what type of Proxy Server: 0 — no proxy, 1 — http
proxy, and 2 — socks proxy.

= Parameter 5: proxy server name

If a Proxy Server is used to connect to the offsite vendor, this
parameter defines the network name of the Proxy Server.

= Parameter 6: proxy port

If a Proxy Server is used to connect to the offsite vendor, this
parameter defines the port number used to connect to the Proxy
Server.

= Parameter 7: proxy username

If a Proxy Server is used to connect to the offsite vendor and the
Proxy Server requires a username and password, this parameter
defines the proxy username.

= Parameter 8: proxy password

If a Proxy Server is used to connect to the offsite vendor and the
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Proxy Server requires a username and password, this parameter
defines the proxy password.

Media Transit Requests

Transit requests are electronic notifications of media movements to or
from an offsite vendor. There are two types: outgoing and return.

= Outgoing transit requests let the offsite vendor know that media
has been shipped to them and details the media shipped.

= Return transit requests let the offsite vendor know that you want
the vendor to return media to you and specifies the set of media to
return.

The XML parameters file will conform to the Tr ansi t Request . dt d file.
If the transit request is a return request (for example, transit type is cor
or scr at ch), the XML will include a destination element with address
and contact details specified.

You can either create two scripts (one for outgoing and one for return
requests) or create one script that adapts its behavior based on the
transit type in the XML parameters file.

On exit, your script must return one of the following result codes:

1 — Job/Request successful
3 — error while parsing xml parameters file
5 — bad account or password

Request and Receive Audit Requests

Request audit sends an electronic request to the offsite vendor for an
audit that returns a list of all the media for your account in the offsite
vendor’s possession. Receive audit sends a request to the offsite vendor to
verify the list of media sent in the request matches the media for your
account currently in the offsite vendor’'s possession.

If the request type parameter is 3, then the XML parameters file will
conform to the Request Audit DTD. In that case, the script must create
the specified XML results file in compliance with the Audit List DTD.

If the request type parameter is 4, then the XML parameters file will
conform to the Offsite List DTD.

On exit, your script must return one of the following result codes:

1 — Job/Request successful (for request type 4)
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2 — Job/Request successful with a result file to process (for request type
3)

3 — error while parsing xml parameters file

5 — bad account or password

Status Checking Requests

Status checking request are electronic requests to the offsite vendor to
monitor the progress of a previously submitted media transit.

The XML parameters file will conform to the JobSt at us. dt d file.

If the job being monitored has completed and has results to return (for
example, the offsite vendor had media exceptions while performing the
job), the script must create the specified XML results file in compliance
with St at usResul t s. dt d.

On exit, your script must return one of the following result codes:

1 — Job/Request successful

2 — Job/Request successful with a result file to process

3 — error while parsing xml parameters file

4 — job is still running

5 — bad account or password

6 — no transit job exists (This result causes the job to be transmitted

again.)

XML Offsite Vendor File Format

See the following DTDs and examples, found on the installation media
under docs\ xml , for a guide to creating valid Media Operations XML.:

= Job Status

e Status Results
= Request Audit

« Audit List

= Offsite List

= Transit Request

Reactive Mount Request Utility

Media Operations comes with a Java-based command line utility that
allows you to submit reactive mount requests from any client system into
the Media Operations Server. A reactive mount request is an ad hoc
mount request that reacts to an unforeseen demand for backup media by
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loading scratch media into a specified drive.

These requests are used when there is an asynchronous requirement for
a piece of scratch media to be loaded into a drive for a backup job. For
example, if not enough scratch media was loaded into a library by the
scheduled premount jobs, the Backup Server needs more scratch media
to be loaded when the backup runs. Reactive mount requests are also
used to load scratch media for manually created backup specifications
(where the backup job is outside the scope of your Backup Managers).

The command-line utility is called r eact i verount . j ar and can be found
in the Medi aCps\ d i ent directory on the Media Operations Server and
any Media Operations Manager system. If you installed with the default
installation locations, this file will be at C. \ Pr ogr am

Fi | es\ Hewl et t - Packar d\ Dat aMgt \ Medi aCps\ d i ent .

The reactive mount request utility is Java-based, so you must have Java
(v1.2 or higher) installed on the system on which you want to run the
utility.

Usage

The usage for the reactive mount utility is as follows:

java exe> -cp <full path to reactivenount.jar file>
com hp. ov. dm reacti venount . DoReacti veMount <paramlist...>

Mandatory Parameters The mandatory parameters are:

-m Media Operations Server name (server to which to send the
reactive mount request)

-s or Backup specification name (which specification requires media
-np  to be mounted)

Media Pool name (which media pool needs to be mounted in the
specified device. This parameter is only valid if you have -c

defined.)

-d Drive name (which drive in that backup spec to load the scratch
media into)

-u UserName (a valid Media Operations username for

authentication)

-p UserPassword (a valid Media Operations password for
authentication)
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-C Backup Manager (the Cell Manager that has a mount request)
NOTE: If the reactive mount request is for a manually created
backup specification (with no Backup Manager), this parameter
should not be defined.

Optional Parameters The optional parameters for the utility are:
-r Name of requestor for tracking purposes
-m Media label of the scratch media to load into the device
-sn  Serial number of the scratch media to load into the device
-b Barcode of the scratch media to load into the device

Return Codes The return codes for the utility are:
0 Success

Invalid user

Bad backup specification

Invalid device

Invalid Backup Manager

Invalid media

Media not in pool

Duplicate media encountered

0 N o o~ W N P

Media is manual and still in protected state

100  Unrecognized parameter

101 Required parameter not found

102  Connection failed

103  Connection timed out

4200 Multiple manual backup specifications with same name
4201 More than one user entry

If the mount request is for a piece of media from a pool with a strict
policy, specify the required piece of media in terms of its barcode, label, or
serial number or any combination of the three. If the media pool has a
loose policy, you do not need to define the required piece of media, and, if
no media is defined, the reactive mount job in the Media Operations Server
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will allow the operator to select from a list of valid scratch media.

Example 1 The following is an example of the utility being executed on
a Microsoft Windows system:

j ava. exe)

-cp "C\Prograntil es\ Hew ett - Packar d\ Dat aMgt \ Medi aCps\ d i ent
\reactivemount.jar")

com hp. ov.dm reacti venount . DoReact i veMount )
-m server 1. xyx.com

-c bkpngrl. abc.com

-s backup_spec_1

-d tape_drive_1

-u medi aops_login_1

-p medi aops_| ogi n_1_password

When the reactive mount request is submitted to the Media Operations

Server by the command-line utility, it creates a new mount request job in
the Daily Operations job lists. The media operator who processes this job
loads the appropriate piece of scratch media into the specified drive.

Example 2

The following example describes how to modify Omniback/Data Protector
backup mount requests so they appear as mount request jobs in Media
Operations.This is accomplished by modifying the Omniback/Data
Protector mount scripts.

Exanpl e - nount. bat
. @cho off

set THI S=%0

set USER=%

set GROUP=%2

set HOSTNAME=%3

set STARTPI D=%

set DEVNAVE=%

set DEVHOST=%6

set DEVFI LE=%

set DEVCLSS=98

set DEVCLASSNAME=%®
shift

shift

shi ft
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shift

shift

shift

shift

shift

shift

xset MEDI D=%

set MEDLABEL=%2

set MEDLOC=%3

set POOLNAMVE=%4

set POLI CY=%

set MEDCLASS=%%

set MEDCLASSNAVE=%
set SESS|I ONKEY=%8
REM Oi gi nal conmmand to e-mail the nmount request

REM net send %HOSTNAME% " Mbunt request occurred for device
YDEVNAMEY session id %SESSI ONKEY%S

REM
REM Vari ables to set to get the mount request across correctly
set OWNI STAT_CMD="c:\ program fil es\ ormi back\ bi n\ ommi st at"

set JAVA EXEC="D:\ program
files\hew ett- packard\ datangt\dnconmns\jre\bin\java. exe"

set MOSERVER="not est server"”
set CELLSERVER="dpt estserver"
set RCTMOUNT_JAR="c:\downl oads\reactivenount.jar"

REM Only create a reactive nmount request if the current session
is a backup session

YEOVWNI STAT_CMVD% - sessi on ¥SESSI ONKEY% - status_only | find
" Backup"

if errorlevel 1 goto done

REM Thi s session is a backup session, so create a reactive
mount request in MediaOps server % MOSERVER %

% AVA _EXEC% - cp YRCTMOUNT_JAR%
com hp. ov.dm reactivenount. DoReacti veMount -m %VOSERVERY - c
YCELLSERVER% - np %°O0LNAVE% -d YDEVNAMEY% -u S -p S

done
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(mount . bat for windows Cell Managers and rmount . sh for UNIX Cell
Managers) so that it calls the reactive mount utility to submit the mount
request to Media Operations.)

Example — mount.sh

@cho off

set TH S=%9

set USER=%

set CGROUP=%2

set HOSTNAME=%3

set STARTPI D=%

set DEVNAVE=%

set DEVHOST=%6

set DEVFI LE=%

set DEVCLSS=98

set DEVCLASSNAME=%®
shift

shift

shi ft

shi ft

shift

shift

shift

shi ft

shi ft

set MEDI D=%

set MEDLABEL=%2

set MEDLOC=%3

set POOLNANVE=%

set POLI CY=%

set MEDCLASS=%%

set MEDCLASSNAME=%
set SESSI ONKEY=%8
REM Ori ginal command to e-mail the mount request

REM net send %HOSTNAME% " Mount request occurred for device
YOEVNAVEY session id %BESSI ONKEYYS

REM

REM Vari ables to set to get the nmount request across correctly
set OWNI STAT_CMD="c: \ program fil es\ ommi back\ bi n\ omi stat"

set JAVA EXEC="D:\ program
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files\hew ett- packard\ datangt\dnconmns\jre\bin\java. exe"
set MOSERVER="not est server"

set CELLSERVER="dptestserver"

set RCTMOUNT_JAR="c:\ downl oads\reactivenount.jar"

REM Only create a reactive nmount request if the current session
is a backup session

YEOVWNI STAT_CMVD% - sessi on ¥BSESSI ONKEY% - status_only | find
" Backup"

if errorlevel 1 goto done

REM Thi s session is a backup session, so create a reactive
mount request in MediaOps server % MOSERVER %

Y% AVA _EXEC% -cp YRCTMOUNT_JAR

% com hp. ov. dm reacti vemount . DoReact i veMount - m %VOSERVER% - ¢
YCELLSERVERY - np %°OOLNAVEY -d YDEVNAMEY% -u S -p S
:done
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Bulk Configuration File Import

This utility lets you perform bulk loads of configuration data. Use the

I mport tab on the Site Definition screen to access this functionality.
The configuration data types listed below are supported. The imported
data must match the format described below.

Data Center Grids
If you want to import data center grid information, it must be contained

in a comma-delimited text file and match the format described below.

The fields values are Site, Data Canter, Grid and Order Key. All values
must be separated by commas and bounded by quotation marks (" ").
There must be no more than one record per line.

For example:

"Site","Data Center","Gid","O der Key"
"London #1","North","B16", " 25"

System Grid Locations

If you want to import system grid information, it must be contained in a
comma-delimited text file and match the format described below.

The fields values are System, Site, Data Canter and Grid. All values
must be separated by commas and bounded by quotation marks (" ").
There must be no more than one record per line.

For example:

"Systent,"Site","Data Center","Gid"

"xyz1036. abc. hp. cont', "j unk","Brad' s DataCenter","A6"
"xyz1037. abc. hp. cont', "junk","Brad' s DataCenter","A7"
"xyz1038. abc. hp. cont', "j unk","Brad' s DataCenter","A8"

Media Locations

If you want to import media location information, it must be contained in
a comma-delimited text file and match the format described below.

The fields values are Media, Location (Vault or Offsite), Site, Vault, Slot,
Vendor, Account and Container. Container is only needed if you are
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defining a media location in an offsite vendor where the media is stored
in a locked container. If the defined container does not already exist in
Media Operations then it is automatically created. All values must be
separated by commas and bounded by quotation marks (* ). There must
be no more than one record per line.

For example:

"Medi a", "Location","Site","Vault","Slot", "Vendor", " Account"
"AB0O0O1","Vault", " Akron BLD 3","cl oset","1",,

" AB0002", "Vault", " Akron BLD 3","cl oset","1",,
"AB0O00O3","Offsite", " Akron BLD 3", ,,"Vendor1", "10"

Example including container:

"Medi a", "Location","Site","Vault","Slot", "Vendor", "Account","C
ont ai ner”
"ABO0O0O3","Ofsite", " Akron BLD 3", ,,"Vendor1", "10", " Cont ai ner 1"

Device Definitions

If you want to import device definition information, it must be contained
in a comma-delimited text file and match the format described below.

The fields values are System, Device, Type, Media Type and
Compression. All values must be separated by commas and bounded by
guotation marks (" "). There must be no more than one record per line.

For example:

"Systent, "Device", "Type", "Medi a Type", " Conpr essi on"

"sl ¢1036. abc. xy. cont', "LO", "Li brary","LTO- U triuni,"LTO2"
"sl c1036. abc. xy. conmt', "L1", "Li brary","LTO- U triuni, "LTO2"
"sl c1036. abc. xy. comt', "L2","Li brary","LTO- U triunf, "LTO2"

Import Manual Media

If you want import new manual media definitions (for example, media
not associated with any Backup Manager, such as legacy media already
stored in offsite or vault locations), it must be contained in a
comma-delimited text file and match the format described below.

The fields values are MedialLabel, MediaBarcode and Pool (the name of a
manually created pool in this site into which you want to import the
media). All values must be separated by commas and bounded by
guotation marks (" "). There must be no more than one record per line.
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For example:

"Medi aLabel ", " Medi aBar code", " Pool "
" AB0O1", " ABOO1", "DLT_Pool "
" AB002",,"DLT_Pool "

NOTE When creating manual media through this Import function, media is
created as scratch media but with its last used date set to when the
import was performed. This means, if the vaulting policy for the manual
pool that this media is in has a minimum retention time set, the manual
media will have the vaulting policies applied to it even though it is
scratch media.
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Overview

This appendix describes how to change logging levels for the various
Media Operations components to facilitate diagnostics. It also discusses
product tuning issues.

The sections in this appendix are:
“Media Operations Server Logs” on page C-219
“Media Operations Manager Logs” on page C-219
“XML Gateway Configuration, Logs, and Tuning” on page C-220

“Data Management Communications” on page C-224
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Media Operations Server Logs

Log files for the Media Operations Server are found at:

<Install Location>\DBServer\log\...

For example:

C:\ Progr anfi | es\ HP\ Dat aMgt \ Medi aCps\ DBSer ver\ | og\ | og. 0. t xt

The logging level for the Media Operations Server is adjustable under
the Log Level tabonthe Server Paranet ers screen under G obal
Confi guration Options. Only a top-level administrator has access to
this information.

Media Operations Manager Logs

Log files for the Media Operations Manager are found at:
<Install Location>\dient\log\...

For example:

C:\ Progranfi | es\ HP\ Dat aMgt \ Medi aCps\ Cl i ent\ | og\ | og. 0. t xt

The logging level for the Media Operations Server is adjustable under
the Log Level tab on the Server Paranet ers screen under G obal

Configuration Qptions. Only a top-level administrator has access to
this information.

Appendix C 219



Diagnostics and Tuning
XML Gateway Configuration, Logs, and Tuning

XML Gateway Configuration, Logs, and
Tuning

This sections discusses the configuration of the XML Gateways, the
logging, and considerations for tuning the gateway.

Configuration

Based on the machine that hosts the XML Gateway, you can adjust
several settings in the XML Gateway that can affect:

= performance

< logging for the XML Gateway

= logging for the Backup Managers
= cleanup of unclaimed XML reports
= the location of those reports

= timeouts that affect when locked Backup Manager jobs are
terminated

XML Gateway Configuration File
<Xm gwConfi g>

<Resul t sFi | esPath cl eanUpM n = " 15" keepFilesMn = "15">
$ARCHI VELOCATI ON</ Resul t sFi | esPat h>

<Loggi ng | evel = "SEVERE">
<LogFi | ePat h>$LOG-I LEPATH</ LogFi | ePat h>

<Bkngr Loggi ng I evel = "0" socketTi meQut = "15">xm gwl_0. | og
</ Bkmgr Loggi ng>

</ Loggi ng>

actionTi neout M n="5"/>

</ Xm gwConfi g>
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Cleanup

XML reports are generated by the XML Gateway based on requests that
are made from the Media Operations Server. These reports are written to
disk and then removed when the Media Operations Server collects the
completed reports. If the Media Operations Server fails to collect the
reports, the undeleted reports are removed by the cleanup process.

If the Media Operations Server has problems retrieving the reports
before they are removed, due to load, the cleanup should be adjusted.

The cl eanUpM n = “ 15" attribute indicates the frequency (in minutes)
at which the cleanup is run. The keep Fil esM n ="15" attribute is the
age of the file that is removed when the cleanup is run. So, if

cl eanUpM n="60" and keepFi | esM n="15", the cleanup will run every
hour, but will remove all files that are more than 15 minutes old when
the cleanup is started.

File Locations

The value between the tags <Resul t sFi | esPat h> and
</ Resul t sFi | esPat h> is the location to which the XML files are
written.

Do not change the ResultsFilesPath value without consulting support, as
your Media Operations Server will no longer be able to retrieve the
requested XML.

The <LogFi | ePat h> tag indicates the location to which the log files are
written. This can be changed, but must point to a valid location with
sufficient disk space available to accommodate the log files.

Logging

The <Bkngr Loggi ng> tag allows you to change the logging level, file
name, and timeout used for the Backup Manager. Valid values for level
are “0, or 1-X”, where any value between 10-200 is valid for X. The text
between the tags is the file name that the Backup Manager is told to use
when logging requests from the gateway.

The <socket Ti meCut > tag is used to terminate requests to the Backup
Manager that appear to be hung. If your Backup Manager is very slow,
this value may need to be increased, but this will increase the time it
takes the XML Gateway to complete a request when there is a problem
with the Backup Manager.
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Threading

The XML Gateway processes multiple requests at the same time. To do
this, it generates several threads per request. If the host supporting the
XML Gateway can handle a large threading load, you can increase the
threading level up to 15 forr eport Thr eads and act i onThr eads in the
configuration file.

The act i onTi neout M n is specifically used to timeout actions requested
by the gateway. Actions include entering and ejecting media, library and
drive scans, and initialization. If the Backup Manager does not respond
to the request at least every several minutes, as defined by the

act i onTi meout M n, the action is considered “locked,” the Backup
Manager is told to terminate the job, and an error is reported. If any of
these actions on your libraries or devices take longer than

act i onTi neout M n, the value may be increased.

There are some side effects to increasing this value. For example, when a
medium is not in the CAP, but the Backup Manager was told to load a
piece of medium, some Backup Managers, such as Data Protector, will
wait for you to load media. The act i onTi meout M n terminates this
request and returns a CapEnpt y error.

While the action is locked and waiting, that thread is not available to any
other request. Once all the threads are used, all requests wait until one

of the other requests is complete. If you up your acti onTi meout M n, it is
recommended that you increase your threading level also.

Logs
Changing the logging level of the XML Gateway:
1. Open the xm gw_confi g file on the XML Gateway host:

= Windows:
<xm gw_I nstal | _Loc>\dpxnl gw confi g\ xm gw_config

e HP-UX and Solaris:
/ et c/opt/ hpdpxm gw confi g/ xm gw _config

2. Change the Loggi ng | evel =" SEVERE” setting in the XML
configuration file.

3. Change the level and logname to which logs on the Backup Manager
are written (optional). See the “Configuration” on page C-220 for
more details.
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Log Levels
The log level settings for the XML Gateway and their meanings are:

= SEVERE — writes only severe messages to the log file, all others are
ignored.

< WARNI NG— writes both severe and warning messages to the log file.

= | NFO— writes informational messages as well as severe and warning
messages.

= ALL — writes all logging messages to the log file, including highly
detailed tracing messages. It will cause large log files to be created.

Kernel Tuning for XML Gateway on HP-UX

If you installed the XML Gateway on an HP-UX system, you may need to
adjust one of the HP-UX kernel tunable parameters to ensure reliable
operation of the XML Gateway. Without this tuning, any requests to
Backup Managers via this XML Gateway can fail with network
connection errors, such as error codes -8 or -2002.

If the HP-UX system that you are installing the XML Gateway on has
the kernel setting max_t hr ead_pr oc still set to the default of 64 threads
per process, set max_t hr ead_pr oc to 512 or greater and then recompile
the kernel. For further details, see
http://www.hp.com/productsl/unix/java/infolibrary/prog _guide/javal 3
[configuration.html
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Data Management Communications

This section covers logging and tuning for the Data Management
Communications module (DMComms).

Se

rvice Logs

Information in this section pertains to logging level and log file location.

Changing the Logging Level
1. Open the communications configuration file on the DMComms host:
= Windows:
<DMCons_| nst al | _Locat i on>\ DMComms\ confi g\ bbc_confi g
e HP-UX and Solaris:
/ et c/ opt/ hpdncoms/ confi g/ bbc_config
2. On Windows and Unix, change the LOG_LEVEL in the
[ com hp. ov.ipcserver] section to the setting of your choice. Valid
settings are:
[com hp. ov.ipcserver]
SERVER_PORT = 25556
SECURE_COMM = SSL
SSL_PROVI DER = JSSE
SSL_CA CERTI FI CATE fil ename = /opt/hpdnconmms/certs/ca.jks
SSL_CA_CERTI FI CATE_FORVAT = JKS
SSL_KEYSTORE_fil ename = /opt/hpdnconmns/ certs/server.jks
SSL_KEYSTORE_FORMAT = JKS
SSL_CLI ENT_VERI FI CATI ON_MODE = Anonynous
SSL_ENCRYPTI ON_LEVEL = Export
LOG_LEVEL=WARNI NG
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3. On Windows, you can also change LOG_LEVEL in the
[com hp. ov.ipcclient.rpc] section to the setting.of your choice.
Valid settings are:

[com hp.ov.dm i pcclient.rpc]
SECURE_COWM = SSL

SSL_PROVI DER = JSSE

SSL_CA CERTI FI CATE_fi | ename = REPLACE_W TH_CA. JKS
SSL_CA_CERTI FI CATE_FORMAT = JKS
SSL_ENCRYPTI ON_LEVEL = Export
LOG _LEVEL=SEVERE
SERVER_PORT=25556

HTTP_PI PELI NE=f al se

Dl SABLE_EXPECT_100=t r ue

CLI ENT_PORT=57000- 58000
REQUEST_TI MEQUT=0

RESPONSE_TI MEQUT=0

Log File Locations

For Windows, the log files for DMComs are found at:
<Your DMCons Installed Location>\ DMComs\| og\. ..

For example:
c:\ Program Fi | es\ HP\ Dat aMgt \ DMConms\ | og\ nv_comms. | 0g. O

For HP-UX and Solaris, the log files for DMComs are found at two
locations:
[ var/ opt/ hpdncomms/ | og/ nv_comms. | og. O

/var/ opt / hpdnmcomms/ | og/ daernon. | og

Changing Communications Port Numbers

The default port numbers used by the Media Operations communications
service are ports 25555 and 25556. All communications over the network
between Media Operations components use an HTTPS/XML format. If
you need to change these communications port numbers for any reason
(for example, you have another application using the same port
numbers), use the following process:

1. Go to the directory containing the communications configuration file,
which is in the conf i g directory of DMCommes.

= For Windows, the default installation location is:
C.\ Program
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Fi | es\ Hew et t - Packar d\ Dat aMgt \ DMConmms\ confi g

e For HP-UX and Solaris systems, the default installation location
is:
[ etc/ opt/ hpdncoms/ config
2. Edit the file bbc_confi g to change the port settings. There are two
different port numbers, one for the HTTP-based RPC communications
and the other for the HTTP-based data transfer communications.
Each port number is set in both the Communications Client and
Communications Server sections of this file:

[ com hp. ov. bbc. fx] section
SERVER_PORT = 25555

[com hp.ov.dm i pcclient.fx] section
SERVER _PORT = 25555

[com hp. ov.ipcserver] section
SERVER_PORT = 25556

[com hp.ov.dm i pcclient.rpc] section
SERVER _PORT = 25556

3. For UNIX, if you change the port numbers, you should also reflect
this change inthe / et c/ ser vi ces file. By default, Media Operations
adds entries in this file for its communications settings:

hpdncomrms 25555 # HP DMComms port numnber
hpdncoms 25556 # HP DMComms port numnber
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Overview

Media Operations supports several Application Managers:

< HP OpenView Omniback v4.1 and
HP OpenView Storage Data Protector v5.0, 5.1 and 5.5

= VERITAS NetBackup Business Server and Data Center v4.5

This application matrix provides a quick glance as to what is supported
by the various Application Managers.

Table D-1 Application Matrix

Scratch | Library/ | Copy |Location|Mixed| Media | Remote

Init | Load Eject | Support | Update | Pools | Subtype | Gateway

HP OpenView Omniback v4.1and Yes Yes* No Yes No No Yes
HP OpenView Storage Data
Protector v5.0
HP OpenView Storage Data Yes Yes* Yes Yes No No Yes
Protector v5.1 and 5.5
VERITAS NetBackup Business Server and Yes* Yes* No Yes Yes No No*
Data Center v4.5 (requires Feature Pack 3 or
higher)

Scratch Init

Whether the Backup Manager application has the ability to
initialize/format new scratch media. See “Scratch Init” on page 131.
Load Eject

Whether the Backup Manager is unable to trigger the loading of scratch
media into libraries and unloading from libraries where the media are to
be vaulted.

See “Load/Eject Media” on page 112 for additional information.

Copy Support

Whether automated copy jobs are detected and therefore factored into
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premount calculations. Also, whether media are copies and any copy
specific vaulting policies are applied to that media.

Mixed Pools

If the Backup Manager application does not have a fixed media type for
its pools, it is possible to get media pools to have a media type of “mixed.”
Any mixed pools are excluded from Prenount and Scratch Init.

Example:
If media in a pool are DDS1 and DDS2, they are not mixed.
If media in a pool are DDS1 and LTO1, they are mixed.

Media Subtype

Whether the Backup Manager automatically configures the media
compression type of pools. The media subtype is determined by what
type are the majority of the subtypes. For applications that do not
support automatic configuration of media subtype, you will need to
manually configure the media subtype in the GUI for each pool.

Example:

DDS pools containing DDS1, DDS2, and so on. If there are five DDS1
and ten DDS2, the compression will be that of the DDS2.

Location Update
The media location change in Media Operations is automatically copied
back to the Backup Manager’s media location.

Remote Gateway

Whether the gateway is able to remotely communicate over the network
with the new Backup Manager. If not, it can be installed on any Backup
Manager. If it cannot communicate remotely, it must be installed directly
on to the Backup Manager.
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HP OpenView Omniback/HP OpenView
Storage Data Protector
When performing load/eject operations for all silo-type library devices

(such as ACSLS or DAS), the cartridge access port (CAR) must be set to
manual.

VERITAS NetBackup

Virtual Media

It is possible to get excess virtual media, particularly in a non-barcode
library. This may happen if you move blank media or non-barcoded blank
media into a barcode library.

Permissions

The file /usr/openv/var/authori ze. t xt isused to validate users
executing reports and actions. If the user/host/group combination is not
in the file as specified in Media Operations, all requested actions are
rejected.

The file must be changed in NetBackup. “Any” and * are not acceptable

matches; combinations must consists of a real user on a real host with a
real group that has permissions. An NT user is acceptable, in which case
enter a domain for that user in place of a group.

Initialization

In libraries, NetBackup does not support initialization of media on
demand. It moves media from a blank pool to a target pool. The default
pool is a blank pool.

e Li brary — does not support on-demand initialization.

e Stand Al one — supports on-demand initialization.
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Silo

When performing load/eject operations for all silo-type library devices
(such as ACSLS or DAS), the cartridge access port (CAP) must be set to
Aut onati c.

Gateway Configuration File
There are three specific additions for NetBackup:

= Backup application mode of the XML Gateway

= Installation location of the backup application

= Definition of blank pools (define NetBackup/Blank)

If the values are not set in the configuration file, they default to *.

If your default settings are different or you prefer not to use the
NetBackup settings, you can change Add Over ri de to NONE — multiple
pools to scratch.
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access rights The permissions to
perform specific tasks. Users have
the access rights of the user class

to which they belong.

automatically created media

Media that are used for backups
controlled by the Backup Manager.

backup device A device
configured for use with a Backup
Manager that can write data to
storage media. This can be, for
example, a DDS/DAT drive or a
library.

backup generation One backup
generation includes one full
backup and all incremental

backups until the next full backup.

backup restore devices A piece
of equipment designed to store
copies of files from user’s machine
or other servers.

backup session A process that
creates a copy of data on storage
media. The activities are specified
in a backup specification or an
interactive session. See also
Incremental backup session
and Full backup session.

backup specification A list of
objects to be backed up, together
with backup options and a set of
devices to be used. The objects are
entire disks/volumes or parts of
them, such as files, directories, or
even the Windows NT Registry.
File selection lists, such as include-
lists and exclude-lists, can be
specified.

backup types See also
incremental backup and full
backup.

barlist A configuration file that
contains a description (database)
of backup objects and a set of
backup devices. Now referred to as
a backup specification.

blank media Media that are
ready to be used.

catalog protection Defines how
long information about backup
data (such as backup sessions, file
names, and file versions) is kept in
the Backup Manager Database.
See also data protection.

cell A set of systems that are
under the control of a Cell
Manager. It typically represents
the systems on a site or an
organizational entity which are
connected to the same LAN.
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Central control is available to
administer the backup and restore
policies and tasks.

checkout request Checkout
requests are the means for
obtaining tapes from vaults for file
restore and disaster recovery.

CMMDB — Centralized Media
Management Database The
result of merging the MMDBs from
several cells in the MoM cell. This
is a MoM functionality. It allows
the sharing of devices and media

across several cells. See also MoM.

COR — Checkout Request
Checkout requests are the means
for obtaining tapes from vaults for
file restore and disaster recovery.

data expiry policy The time
before the data on the media can
be erased.

data protection Defines how
long the backup data on the media
remains protected, that is, how
long until the backup will
overwrite it. When the protection
expires, the Backup Manager can
reuse the media in one of the next
backup sessions.

database server Acomputer with
a large database stored on it, such
as the SAP R/3 or Microsoft SQL
Database. A server has a database
that can be accessed by clients.

datalist A Backup Manager
configuration file that contains the
definition details of a backup
specification.

date entered The date that you
entered the request (automatically
entered).

device A physical unit which
contains either just a drive or a
more complex unit, such as a
library.

device chains Several
standalone devices of the same
media class can be configured as a
device chain. Devices in a chain
are used sequentially.

device streaming A device is
streaming if it can feed enough
data to the medium to keep it
moving forward continuously.
Otherwise, the tape has to be
stopped; the device waits for more
data, reverses the tape a little,
resumes to write to the tape, and
so on. In other words, if the data
rate written to the tape is less or
equal to the data rate which can be
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delivered to the device by the
computer system, the device is
streaming. Streaming significantly
improves the performance of the
device.

disaster recovery A process that
helps to restore a client’s main
system disk to a state close to the
time when a (full) backup was
performed.

disk agent The Disk Agent is a
process that controls reading from
and writing to a disk. During a
backup session, the Disk Agent
reads data from a disk and sends it
to the Media Agent, which then
moves it to the device. During a
restore session the Disk Agent
receives data from the Media
Agent and writes it to the disk.

disk agent concurrency The
number of Disk Agents that are
allowed to send data to one Media
Agent concurrently. It essentially
defines from how many disks the
data collected and wrote to a
medium.

drive A physical unit which
receives data from a computer
system and can write it onto a
magnetic medium. It can also read
the data from the medium and
send it to the computer system.

drive index A number which
identifies the mechanical position
of a drive inside a library device.
This number is used by the robotic
control to access a drive.

enterprise backup
environment Several cells can be
grouped together and managed
from a central cell. The enterprise
backup environment includes ALL
clients located in several cells
which are managed and
administered from a central cell
using the Manager of Managers
(MoM) concept. See also MoM.

enterprise cell manager

Several cells can be grouped
together and managed from a
central cell. The management
system of the central cell is the
Manager of Managers (MoM). The
MoM allows you to configure and
manage multiple cells from a
central point. Previously, this use
to be called the Advanced Backup
Manager. See also MoM.

event logs Files where Windows
NT logs all events that occur (such
as start or stop of services, and log
on and log off of the users).
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filesystem The organization of
files on a hard disk. A filesystem is
backed up so that the file
attributes and the file contents are
stored on the backup media.

full backup A backup in which all
selected objects are backed up,
whether or not they have been
recently modified.

FWD SCSI Fast Wide Differential
(FWD) Small Computer Systems
Interface (SCSI) is a high speed
differential interface with a
synchronous transmission rate
between 5 MHz and 10 MHz and a
16-bit data path.

HSM — hierarchical storage
management A method for
optimizing the use of expensive
hard disk storage by migrating less
frequently used data to less-
expensive optical platters. When
needed, the data is migrated back
to the hard disk storage. This
balances the need for fast retrieval
from hard disk with the lower cost
of optical platters.

HTTPS — HyperText
Transport Protocol Secure The
protocol for accessing a secure web
server. Using HTTPS in the URL,
instead of HTTP, directs the
message to a secure port number

rather than the default web port
number of 80. The session is then
managed by a security protocol.
See also security protocol.

incremental backup A backup
that selects only files that have
changed since a previous backup.
Several levels of incremental
backup are available, allowing
selective backup of only files that
have changed since the last
incremental backup.

IP address The numeric address
of a system used to identify the
system on the network. The IP
address consists of four groups of
numbers separated by periods (full
stops).

job ID The automatically
generated identifier for the
checkout job.

library Also called autochanger,
autoloader, or exchanger. A library
contains media in repository slots.
Each slot holds one medium (for
example, DDS/DAT). Media are
moved between slots and drives by
a robotic mechanism, allowing
random access to the media. The
library can contain multiple drives.
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lights-out operation or
unattended operation. An
operation that takes place outside
normal business hours, such as
during the night or on the
weekend. This implies that no
operator personnel is present to
work with, for example, the backup
application or service mount
requests.

log retention time The length of
time the media audit logs are
saved on the server.

LVM — Logical Volume
Manager

A subsystem for structuring and
mapping physical disk space to
logical volumes. An LVM system
consists of several volume groups,
where each volume group has
several volumes.

Manager of Managers (MoM)
See enterprise cell manager.

media audit log Tracks every
movement performed with each
piece of medium.

media condition factors The
user-assigned age threshold and
overwrite threshold used to assert
the condition of a medium.

media condition The quality of a
medium as derived from the media
condition factors. Heavy usage and
age result in increased read and
write errors. Media need to be
replaced when the condition field
indicates POOR.

media pool A set of media of the
same type (such as DDS) used and
tracked as a group. Media are
formatted and assigned to a media
pool.

media type The physical type of
the media, such as DDS or DLT.

media ID A unique identifier
assigned to a medium by the
Backup Manager.

media label A user-defined
identifier used to describe a
backup medium.

medium location A user-defined
physical location of the backup
media, such as “building 4” or
“offsite storage”.

merge How files are restored. If
the file to be restored already
exists at the destination, the one
with the more recent modification
date is kept. Files not present on
the disc are always restored. See
also overwrite.
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MoM Server See enterprise cell
manager.

mount request A screen prompt
that tells the user to insert media
into a device. Once you respond to
the mount request by providing
the required media, the session
continues.

mountpoint The access point in a
directory structure for a disk or
logical volume (for example “/ opt ”
or “d: ”). On HP-UX, the
mountpoints are shown with the
bdf command.

multi-drive server This relates
to licensing. It allows the
configuration of one system with
multiple devices running at the
same time. A Multi-Drive Server
license allows you to run an
unlimited number of Media Agents
on a single system. The Multi-
Drive Server license is also bound
to the IP address of the Cell
Manager.

object

For Windows NT clients: A logical
disk (such as d: ).

For UNIX clients: A mounted
filesystem or a mount point.

For Netware: A volume.The scope
of the data can be further reduced

by selecting files or directories.
Additionally, an object can be a
database entity.

overwrite

As a restore option: How files are
restored to the destination. All
files are restored from the backup
even if they are older than existing
files. See also merge.

As a media condition factor:

How many times a piece of
medium can be rewritten, hence
influencing when a medium
becomes POOR.

parallelism The concept of
reading multiple data streams
from an on-line database is
referred to as parallelism.

point-in-time recovery A
filesystem recovery made from a
specific date.

polling

(1) A communications technique
that determines when a terminal
is ready to send data. The
computer continually interrogates
its connected terminals in a round
-robin sequence. If a terminal has
data to send, it sends back an
acknowledgement and the
transmission begins. Contrast with
an interrupt-driven system, in
which the terminal generates a
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signal when it has data to send.
(2) A technique that continually
interrogates a peripheral device to
see if it has data to transfer. For
example, a mouse button was
pressed or data is available at a
communications port. Contrast
with event driven techniques, in
which the operating system
generates a signal and interrupts
the system.

polling schedule Defines when
in the day the configuration
information is extracted from the
Data Protector Cell Manager.

post-exec A backup option that
executes a command or script after
the backup of an object or after the
entire session completes.

pre-exec A backup option that
executes a command or script
before the backup of an object or

before the entire session is started.

protection See data protection
and catalog protection.

restore session A process that
copies data from the backup media
to a client system.

scan A function that identifies the
media in a device. This
synchronizes the MMDB with the

media that are actually present at
the selected locations (for example,
slots in a library). It is useful to
perform a scan and check the
actual media in the device, for
example, if someone has manually
manipulated media without using
the Backup Manager to eject or
enter.

scratch Media that are used for
new overwriting backups.

scratch media bin A holding
area for new or recycled media to
which new backup sessions can be
written.

scratch media maintenance

Perform the daily Media
Operations related to stocking the
scratch bins on the site with
expired media and new scratch
media to meet the scratch
requirements of the pre-mount
jobs defined for that site.

scheduler The function that
controls when and how often
backups occur. By setting up a
schedule, you automate the start of
your backups.

security protocol A
communications protocol that
encrypts and decrypts a message
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for online transmission. Security
protocols generally also provide
authentication. The security
protocols that have emerged on the
web are Netscape’s SSL, NCSA's
SHTTP, Microsoft's PCT, and the
IETF's IPSec. Web browsers and
servers generally support all the
popular security protocols.

session See backup session and
restore session.

shared disks A Windows NT
shared disk is a disk on another
system that has been made
available to other users on the
network.

SLA service level agreement
SL O service level objectives

slot A slot is a mechanical position
in a library. Each slot can hold a
medium, such as a DLT tape. Some
Backup Managers refer to each
slot by a number. To read a
medium, a robotic mechanism
moves the medium from a slot into
the drive.

sparse file A file whose virtual
size is greater than its actual bit
size because the file contains
empty blocks. For example, a

10 megabyte sparse file may

actually contain only 5 megabytes
of data. If you do not enable sparse
file processing during restore, it
might be impossible to restore this
file.

stackers Devices with multiple
slots for media storage usually
with only one drive. A stacker
selects media from the stack
sequentially. In contrast, a library
can randomly select media from its
repository.

tablespace A part of a database
structure. Each database is
logically divided into one or more
tablespaces. Each tablespace has
data files or raw volumes
exclusively associated with it.

time entered The time that you
entered the request (automatically
entered).

unattended operation See
lights-out operation.

user profile Windows NT specific
term. Configuration information
retained on a user basis. This
information includes desktop
settings, screen colors, network
connections, and so on. When the
user logs on, the user profile is
loaded and the Windows NT
environment is set accordingly.
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user rights See access rights.

vault An onsite or offsite storage
location for removable media.

vaulting job Performs the daily
media operation related to moving
media between onsite and offsite
locations to meet the vaulting
policies for that site.

vaulting policy Defines how
long the media are retained in the
backup/restore devise that was last
used, in an onsite vault, in an
offsite vault, and in the vaulting
cycle.

VG — volume group A unit of
data storage in an LVM system. A
volume group can consist of one or
more physical volumes. There can
be more than one volume group on
the system.

volser — VOLume SERIial
number A label on the medium to
identify the physical tape used in
very large libraries. A volser is a
naming convention specific to
GRAU and STK devices.

Windows NT Registry A
database repository about the
computer’s configuration.

WINS server A system running
Windows Internet Name Service
software that resolves Windows
networking computer names to IP
addresses.

241



Glossary

242



A

active, 95
adding

backup managers, 22, 36

grids, 77

media types, 90

sites, 22, 73

vaulting policies, 96
alerts, 161
application managers, 227
audits, 183

history, 103

importing, 186

location, 179

problems, 183

requests, 205
auto pass license key, 197
automatic backup, configuring, 81

B

backup, 165
configuring processes, 81
database, 89
manual environment, 82
tuning objects, 89
backup managers, 9, 84
adding, 22, 36
deleting objects, 68
editing, 63
home site, 66
integrating with, 6
backup specifications
media list, 165
vaulting policy, 93
barcode printer, 12
barcode scanner, 11
barcode scans, 6
barcodes
labeling policies, 98
number sequence, 98
printing, 98
using for initializing, 132
bulk configuration file imports, 213

C

cabinets, creating, 33
checkout requests, 137
job listing, 139
communications port number, 225

Index

compression, refining, 90
configuration files, bulk import, 213
configuration report, 87
configuring

automatic backup, 81

backup processes and objects, 81

email interface, 167

Media Operations, 71

media vaulting policies, 92

notification triggers, 168

OVO interface, 167

premount jobs, 99

problems, 161

scratch media policies, 99

sites, 73

SLA status, 158

XML gateway, 220
connecting to server, 19
container media list, 165
containers, 121, 129
copying media, vaulting policies, 94
COR, 137

holding area, 180

D

daily jobs, 105

data centers, 49, 74, 77
importing grids, 213

data management comunications, 224

Data Protector, 228, 230

data retention, 4

database backup, 89

deleting
backup manager objects, 68
sites, 63

device definitions, 214

device media list, 165

device scan, 88

diagnostics, 217

dismount listing, 111

DMComms, 224

DNS suffixes, 44

drawers, creating, 33

E
editing
backup manager, 63
grids, 77
site, 43
sites, 74
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ejecting media, 112

email interface, 167
Environmental Limitations, 11
export remote account report, 185
external interfaces, 199

F

features, 14
firewalls, 7
formats, XML offsite vendor file, 206

G

generic vendor type, 12, 27
creating account, 56

grids, 77
groups, XML gateway, 87
GUI, 8, 9
web, 149
web client, 10
Windows, 21

Windows client, 9

H

history, 165
alerts, 161
backup media, 165
holding bin, 182
home site, 66

I
importing, 214
audit list, 186
bulk configuration files, 213
data, 60
data center grid, 213
device definitions, 62, 214
media locations, 213
offsite vendor file, 186
system grid locations, 213
initializing standalone drives, 131
installing
Media Operations Manager, 191
Media Operations server, 188
XML gateway, 85, 193
integrating
backup managers, 6, 81
vis XML gateway, 6
interfaces
external, 199

XML file import, 201
XML offsite vendor, 203

Iron Mountain, 76

Iron Mountain vendor type, 13, 27
creating account, 55

J

jobs
daily, 105
manual vaulting, 146
media order, 124, 133
metrics, 174
notifications, 170
premount, 103, 108, 156
scratch bin, 124
scratch initialization, 124, 131, 156
status, 173
status indicators, 107
vaulting, 103, 115
viewing history, 147

L

languages supported, 13
license key, 197
licenses, viewing, 198
licensing, 197
lifecycle, media, 4
links to offsite vendors, 12
listing
checkout request jobs, 139
dismount, 111
mount, 111
mount request, 144
premount jobs, 109
scratch jobs, 125
scratch media, 109
vaulting jobs, 116
loading media, 112

location
audits, 179
metrics, 178

locations, refining, 89

lockable containers, 121

logging on, 20
to Media Operations Manager, 20
to web interface, 21

logs
Media Operations Manager, 219
Media Operations server, 219
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service, 224
XML gateway, 220, 222

M

manual backup
environment, 82
implementing, 84
manual media definitions, 62, 214
manual vaulting jobs, 146
media, 165
adding and modifying types, 90
ejecting, 112
importing locations, 61
lifecycle, 4
loading, 112
movement report, 164
order jobs, 124, 133
policies, 92
pools, 114
vaulting policy, 93
scans, 6
scratch, 124
transit requests, 205
vaulting policies
configuring, 92
hierarchy, 93
media locations
importing, 213
Media Operations
manager systems, 8
server, 8
Media Operations Manager, 2
installing, 191
logs, 219
metrics, 171
job, 174
location, 178
pool health, 175
premount, 175
remote, 177
report, 173
scratch media, 177
vault, 178
vaulting, 176
vendor, 177
modifying media types, 90
monitoring, 85
mount listing, 111
mount requests, 144

reactive, 100
multiple sites, 122, 130
multiple users, 122, 130

N

NetBackup, 228, 230
notifications, 166
metrics, 171
SLA, 169

O

offsite storage vendors, 73
offsite vendor

importing file, 186
offsite vendors, 12, 26, 76
Omniback, 228, 230
operator-level administrators, 80
optimizing backup objects, 89
OVO interface, 167

P

pending, 183
platform support, 11
policies, 92
polling schedule, 87
pool health metrics, 175
pool media list, 165
port number, changing, 225
premount jobs, 103, 108
configuring, 99
listing, 109
premount metrics, 175
printer, barcode, 12
printing
audits, 184
barcodes, 98
product administrators, 78

R

reactive mount requests, 100, 206
remote accounts, 80
defining, 59
remote metrics, 177
reports, 163
additional, 165
backup specifications media, 165
configuration, 87
container media, 165
device media, 165
device scan, 88

Index
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export remote account, 185
media information, 88
media movement, 164
metrics, 173
pool media, 165
scratch media, 164
systems media, 165
vault audit, 163
requests, reactive mount, 206
reserving slots, 75
rows, creating, 34

S

scanner, 11
scratch bin

jobs, 124

maintenance, 103
scratch initialization job, 131, 156
scratch initialization jobs, 124
scratch jobs listing, 125
scratch media, 124

levels, tuning, 100

listing, 109

metrics, 177

policies, configuring, 99

pool handling, 114

report, 164
security management, 78
server

connecting to, 19

installing, 188

logs, 219

parameters, 86, 101

parameters, notifications, 166
service level agreements, 152
service logs, 224
site default vaulting policy, 74
Site Definition, 43
site management, 73
site, editing, 43
site-level administrators, 79
sites

adding, 22, 73

deleting, 63

editing, 74

multiple, 122, 130
SLA notifications, 169
SLAs, 152

current status, 153

status configuration, 158

threshold, 159
slots, reserving, 75
standalone drives, initalizing, 131
status checking requests, 206
status indicators, 107

super operator-level administrators, 79

supported platforms, 11
system grid locations, 61
importing, 213
system threshold, 158
systems
media list, 165
vaulting policy, 94

T

TCP/IP broadcasting system, 19
templates, vaulting, 95
threading, 222
top-level administrators, 78
transit containers, 122
tuning, 217
scratch media levels, 100
XML gateway, 220, 223
tuning backup objects, 89

U

user interface, web, 149
users
accessing, 78
multiple, 122, 130
site definition, 57
types, 78

\Y

vaulting
containers, 121
cycle, 25
job information, 155
jobs, 103, 115
manual jobs, 146
metrics, 176
offsite, 26
onsite, 32
templates, 95
threshold, 159
vaulting policies, 50, 95
adding, 96
basic concepts, 94
creating, 23
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default, 93

viewing active, 98
vaulting policy

default, 74
vaults, 73, 75

audit report, 163

metrics, 178

priorities, 75
vendor metrics, 177
VERITAS NetBackup, 230
VERITAS Netbackup, 228
viewing licenses, 198

W

web interface, logging on, 21
web user interface, 149

X

XML file import
directory, 88
format, 202
interface, 201

XML Gateway, 65

XML gateway, 6, 9, 40, 85
adding group, 64
configuration, logs and tuning, 220
groups, 87
installing, 85, 193
logs, 222
threading, 222
tuning, 223

XML offsite vendor
file format, 206
interface, 203
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