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Preface

The VERITAS Volume Manager Administrator’s Guide provides information on how to use
VERITAS Volume Manager™ (VxVM) from the command line.

Note Some features such as Intelligent Storage Provisioning (ISP), Cross-platform Data
Sharing (CDS) and VERITAS FlashSnap™have their own dedicated administration
guides. See “Related Documents” on page xxi for a list of these documents.

Audience

Scope

This guide is intended for system administrators responsible for installing, configuring,
and maintaining systems under the control of VxVM.

This guide assumes that the user has a:
¢ working knowledge of the Solaris operating system
¢ Dbasic understanding of Solaris system administration

¢ Dbasic understanding of storage management

The purpose of this guide is to provide the system administrator with a thorough
knowledge of the procedures and concepts involved with volume management and
system administration using VxVM. This guide includes guidelines on how to take
advantage of various advanced VxVM features, and instructions on how to use VxVM
commands to create and manipulate objects in VXVM.
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Organization

Organization

This guide is organized as follows:
Understanding VERITAS Volume Manager
Administering Disks

Administering Dynamic Multipathing (DMP)
Creating and Administering Disk Groups
Creating and Administering Subdisks
Creating and Administering Plexes
Creating Volumes

Administering Volumes

Administering Volume Snapshots

Creating and Administering Volume Sets
Configuring Off-Host Processing
Administering Hot-Relocation
Administering Cluster Functionality
Using VERITAS Storage Expert
Performance Monitoring and Tuning
Commands Summary

Migrating from SDS to VxVM

L 2R 2R R 2K 2R R R R R JEER SRR SRR SR SR SRR R R 2

Glossary
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Using This Guide

Using This Guide

This guide contains instructions for performing VxVM system administration tasks.
VxVM administration functions can be performed through one or more of the following
interfaces:

¢ aset of complex commands

¢ asingle automated command (vxassist)

¢ amenu-driven interface (vxdiskadm)

¢ the VERITAS Enterprise Administrator™ (graphical user interface)

This guide describes how to use the various VxVM command line interfaces for
administering VxVM. Details on how to use the VERITAS Enterprise Administrator can
be found in the VERITAS Volume Manager User’s Guide — VEA. Detailed descriptions of
the VxVM commands and utilities, their options, and details on their use are located in the
VxVM manual pages. Also see “Commands Summary” on page 431 for a listing of the
commonly used commands in VxVM together with references to their descriptions.

Note Most VxVM commands require superuser or other appropriate privileges.

Related Documents

The following documents provide information related to VxVM:

Cross-platform Data Sharing for VERITAS Volume Manager Administrator’s Guide
VERITAS FlashSnap Point-In-Time Copy Solutions Administrator’s Guide
VERITAS Volume Manager Hardware Notes

VERITAS Volume Manager Installation Guide

VERITAS Volume Manager Intelligent Storage Provisioning Administrator’s Guide
VERITAS Volume Manager Release Notes

VERITAS Volume Manager Troubleshooting Guide

VERITAS Volume Manager User’s Guide — VEA

® & 6 ¢ 6 0 o o o
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Conventions

Conventions

The following table describes the typographic conventions used in this guide.

Typeface Usage Examples

monospace Computer output, file contents, | Read tunables from the
files, directories, software /etc/vx/tunefstab file.
elements such as command See the 1s(1) manual page for more
options, function names, and information.
parameters

italic New terms, book titles, See the User’s Guide for details.
emphasis, variables to be The variable ncsize determines the
replaced by a name or value value of...

monospace User input; the “#” symbol #mount -F vxfs /h/filesys

(bold) indicates a command prompt

monospace Variables to be replaced by a #mount -F fstype mount_point

(bold and italic) name or value in user input

Symbol Usage Examples

% C shell prompt

$ Bourne/Korn/Bash shell
prompt

# Superuser prompt (all shells)

\ Continued input on the #mount -F vxfs \
following line /h/filesys

[ In a command synopsis, brackets | 1s [ -a]

indicates an optional argument
In a command synopsis, a mount [suid | nosuid ]
vertical bar separates mutually
exclusive arguments

-—v xxii
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Getting Help

If you have any comments or problems with VERITAS products, contact VERITAS
Technical Support:

¢ U.S. and Canadian Customers: 1-800-342-0652
¢ International Customers: +1 (650) 527-8555

¢ Email: support@veritas.com

For license information (U.S. and Canadian Customers):
¢ Phone: 1-650-527-0300

¢ Email: license@veritas.com

& Fax: 1-650-527-0952

For software updates:

¢ Email: swupdate@veritas.com

For information on purchasing VERITAS products:
¢ Phone: 1-800-327-2232

¢ Email: sales.mail@veritas.com

For additional technical support information, such as TechNotes, product alerts, and
hardware compatibility lists, visit the VERITAS Technical Support Web site at:

& http://support.veritas.com
For additional information about VERITAS and VERITAS products, visit the Web site at:

¢ http://www.veritas.com

Unique Message Number

If you encounter a product error message, record the unique message number preceding
the text of the message. When contacting VERITAS Technical Support, either by telephone
or by visiting the VERITAS Technical Support website, be sure to provide the relevant
message number. VERITAS Technical Support will use this message number to quickly
determine if there are TechNotes or other information available for you.

A unique message number is an alpha-numeric string beginning with the letter “V”. For
example, in the message number:

V-5-732-8018 At least one disk must be specified

the “V” indicates that this is a VERITAS product error message. The text of the error
message follows the unique message number.

Preface
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Getting Help

Using VRTSexplorer

The VRTSexplorer program can help VERITAS Technical Support engineers diagnose
the cause of technical problems associated with VERITAS products. You can download
this program from the VERITAS FIP site or install it from the VERITAS Installation CD.
For more information, consult the VERITAS Volume Manager Release Notes and the
READMEE file in the support directory on the VERITAS Installation CD.
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Understanding VERITAS Volume Manager 1

VERITAS Volume Manager (VxVM) is a storage management subsystem that allows you
to manage physical disks as logical devices called volumes. A volume is a logical device
that appears to data management systems as a physical disk partition device.

VxVM provides easy-to-use online disk storage management for computing
environments and Storage Area Network (SAN) environments. Through support of
Redundant Array of Independent Disks (RAID), VxVM protects against disk and
hardware failure. Additionally, VxVM provides features that enable fault tolerance and
fast recovery from disk failure.

VxVM overcomes physical restrictions imposed by hardware disk devices by providing a
logical volume management layer. This allows volumes to span multiple disks.

VxVM provides the tools to improve performance and ensure data availability and
integrity. VxVM also dynamically configures disk storage while the system is active.

The following sections of this chapter explain fundamental concepts of VxVM:
¢ How VxVM Handles Storage Management

¢ Physical Objects—Physical Disks

& Virtual Objects

¢ Volume Layouts in VxVM

The following sections introduce you to advanced features of VxVM:
Online Relayout

Volume Resynchronization

Dirty Region Logging (DRL)

SmartSync Recovery Accelerator

Volume Snapshots

FastResync

® 6 6 ¢ o o o
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VxVM and the Operating System

Further information on administering VERITAS Volume Manager may be found in the
following documents:

*

Cross-platform Data Sharing for VERITAS Volume Manager Administrator’s Guide

Provides more information on using the Cross-platform Data Sharing (CDS) feature
of VERITAS Volume Manager, which allows you to move VxVM disks and objects
between machines that are running under different operating systems.

Note CDS requires a separate license.

*

VERITAS FlashSnap Point-In-Time Copy Solutions Administrator’s Guide

Provides guidelines on using the features of VERITAS FlashSnap™ to implement
various point-in-time copy solutions for backup, and database replication.

Note VERITAS FlashSnap requires a separate license.

*

VERITAS Volume Manager Intelligent Storage Provisioning Administrator’s Guide

Describes the command-line interface to the VERITAS Intelligent Storage
Provisioning (ISP) feature of VERITAS Volume Manager, which uses a rule-based
engine to create VxVM objects and make optimal usage of the available storage.

VERITAS Volume Manager Troubleshooting Guide

Describes recovery from hardware failure, disk group configuration and restoration,
command and transaction logging, and common error messages together with
suggested solutions.

VERITAS Volume Manager User’s Guide — VEA

Describes how to use the VERITAS Enterprise Administrator™ — the graphical user
interface to VERITAS Volume Manager.

VxVM and the Operating System

VxVM operates as a subsystem between your operating system and your data
management systems, such as file systems and database management systems. VxVM is
tightly coupled with the operating system. Before a disk can be brought under VxVM
control, the disk must be accessible through the operating system device interface. VxVM
is layered on top of the operating system interface services, and is dependent upon how
the operating system accesses physical disks.

VxVM is dependent upon the operating system for the following functionality:

*

*

operating system (disk) devices

device handles
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How Data is Stored

¢ VxVM dynamic multipathing (DMP) metadevice

This guide introduces you to the VxVM commands which are used to carry out the tasks
associated with VxVM objects. These commands are described on the relevant manual
pages and in the chapters of this guide where VxVM tasks are described.

VxVM relies on the following constantly running daemons for its operation:

¢ vxconfigd—The VxVM configuration daemon maintains disk and group
configurations and communicates configuration changes to the kernel, and modifies
configuration information stored on disks.

¢ vxiod—The VxXVMI/O daemon provides extended I/O operations without blocking
calling processes. Several vxiod daemons are usually started at boot time, and
continue to run at all times.

¢ vxrelocd—The hot-relocation daemon monitors VxVM for events that affect
redundancy, and performs hot-relocation to restore redundancy.

How Data is Stored

There are several methods used to store data on physical disks. These methods organize
data on the disk so the data can be stored and retrieved efficiently. The basic method of
disk organization is called formatting. Formatting prepares the hard disk so that files can
be written to and retrieved from the disk by using a prearranged storage pattern.

Hard disks are formatted, and information stored, using two methods: physical-storage
layout and logical-storage layout. VxVM uses the logical-storage layout method. The types
of storage layout supported by VxVM are introduced in this chapter.

How VxVM Handles Storage Management

VxVM uses two types of objects to handle storage management: physical objects and virtual
objects.

¢ Physical Objects—Physical Disks or other hardware with block and raw operating
system device interfaces that are used to store data.

# Virtual Objects—When one or more physical disks are brought under the control of
VXV, it creates virtual objects called volumes on those physical disks. Each volume
records and retrieves data from one or more physical disks. Volumes are accessed by
file systems, databases, or other applications in the same way that physical disks are
accessed. Volumes are also composed of other virtual objects (plexes and subdisks)
that are used in changing the volume configuration. Volumes and their virtual
components are called virtual objects or VxVM objects.

Chapter 1, Understanding VERITAS Volume Manager 3 -



How VxVM Handles Storage Management

Physical Objects—Physical Disks

A physical disk is the basic storage device (media) where the data is ultimately stored. You
can access the data on a physical disk by using a device name to locate the disk. The
physical disk device name varies with the computer system you use. Not all parameters
are used on all systems. Typical device names are of the form c#t#d#s#, where:

& c# specifies the controller

& ti# specifies the target ID

& di# specifies the disk

& s#specifies the partition or slice

The figure, “Physical Disk Example” on page 4, shows how a physical disk and device
name (devname) are illustrated in this document. For example, device name c0t0d0s2 is
the entire hard disk connected to controller number 0 in the system, with a target ID of 0,
and physical disk number 0.

Physical Disk Example

devname

VxVM writes identification information on physical disks under VxVM control (VM
disks). VXVM disks can be identified even after physical disk disconnection or system
outages. VXVM can then re-form disk groups and logical objects to provide failure
detection and to speed system recovery.

Partitions

A physical disk can be divided into one or more partitions, also known as slices. The
partition number is added at the end of the devname, and is denoted by s#. Note that
partition s2 refers to an entire physical disk. See the partition shown in “Partition
Example.”
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Partition Example

Physical Disk with Several Partitions Partition

devnames0 devnamesO

devnamesi

devnames2

Disk Arrays

Performing I/0 to disks is a relatively slow process because disks are physical devices
that require time to move the heads to the correct position on the disk before reading or
writing. If all of the read or write operations are done to individual disks, one at a time,
the read-write time can become unmanageable. Performing these operations on multiple
disks can help to reduce this problem.

A disk array is a collection of physical disks that VXVM can represent to the operating
system as one or more virtual disks or volumes. The volumes created by VxVM look and
act to the operating system like physical disks. Applications that interact with volumes
should work in the same way as with physical disks.

“How VxVM Presents the Disks in a Disk Array as Volumes to the Operating System” on
page 6 illustrates how VxVM represents the disks in a disk array as several volumes to the
operating system.

Data can be spread across several disks within an array to distribute or balance 1/0O
operations across the disks. Using parallel I/O across multiple disks in this way improves
1/0 performance by increasing data transfer speed and overall throughput for the array.
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How VxVM Presents the Disks in a Disk Array as Volumes to the Operating System

( Operating System )

VERITAS Volume Manager

Volumes

Physical Disks

Multipathed Disk Arrays

Some disk arrays provide multiple ports to access their disk devices. These ports, coupled
with the host bus adaptor (HBA) controller and any data bus or I/O processor local to the
array, make up multiple hardware paths to access the disk devices. Such disk arrays are
called multipathed disk arrays. This type of disk array can be connected to host systems in
many different configurations, (such as multiple ports connected to different controllers
on a single host, chaining of the ports through a single controller on a host, or ports
connected to different hosts simultaneously). For more detailed information, see

“ Administering Dynamic Multipathing (DMP)” on page 123.

Device Discovery

Device Discovery is the term used to describe the process of discovering the disks that are
attached to a host. This feature is important for DMP because it needs to support a
growing number of disk arrays from a number of vendors. In conjunction with the ability
to discover the devices attached to a host, the Device Discovery service enables you to add
support dynamically for new disk arrays. This operation, which uses a facility called the
Device Discovery Layer (DDL), is achieved without the need for a reboot.
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This means that you can dynamically add a new disk array to a host, and run a command
which scans the operating system’s device tree for all the attached disk devices, and
reconfigures DMP with the new device database. For more information, see
“Administering the Device Discovery Layer” on page 82.

Enclosure-Based Naming

Enclosure-based naming provides an alternative to the disk device naming described in
“Physical Objects—Physical Disks” on page 4. This allows disk devices to be named for
enclosures rather than for the controllers through which they are accessed. In a Storage
Area Network (SAN) that uses Fibre Channel hubs or fabric switches, information about
disk location provided by the operating system may not correctly indicate the physical
location of the disks. For example, c#t#d#s# naming assigns controller-based device
names to disks in separate enclosures that are connected to the same host controller.
Enclosure-based naming allows VxVM to access enclosures as separate physical entities.
By configuring redundant copies of your data on separate enclosures, you can safeguard
against failure of one or more enclosures.

In a typical SAN environment, host controllers are connected to multiple enclosures in a
daisy chain or through a Fibre Channel hub or fabric switch as illustrated in “Example
Configuration for Disk Enclosures Connected via a Fibre Channel Hub/Switch.”

Example Configuration for Disk Enclosures Connected via a Fibre Channel Hub/Switch

‘ ‘

[c1 ] Host

Fibre Channel
|EmWWEEEE] | Syitch

(OO (T (OO o e

enc0 enci enc2

In such a configuration, enclosure-based naming can be used to refer to each disk within
an enclosure. For example, the device names for the disks in enclosure enc0 are named
enc0_0, enc0_1, and so on. The main benefit of this scheme is that it allows you to
quickly determine where a disk is physically located in a large SAN configuration.
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Note In many advanced disk arrays, you can use hardware-based storage management to
represent several physical disks as one logical disk device to the operating system.
In such cases, VxVM also sees a single logical disk device rather than its component
disks. For this reason, when reference is made to a disk within an enclosure, this
disk may be either a physical or a logical device.

Another important benefit of enclosure-based naming is that it enables VxVM to avoid
placing redundant copies of data in the same enclosure. This is a good thing to avoid as
each enclosure can be considered to be a separate fault domain. For example, if a mirrored
volume were configured only on the disks in enclosure enc1, the failure of the cable
between the hub and the enclosure would make the entire volume unavailable.

If required, you can replace the default name that VxVM assigns to an enclosure with one
that is more meaningful to your configuration. See “Renaming an Enclosure” on page 151
for details.

In High Availability (HA) configurations, redundant-loop access to storage can be
implemented by connecting independent controllers on the host to separate hubs with
independent paths to the enclosures as shown in “Example HA Configuration Using
Multiple Hubs/Switches to Provide Redundant-Loop Access.” Such a configuration
protects against the failure of one of the host controllers (c1 and c2), or of the cable
between the host and one of the hubs. In this example, each disk is known by the same
name to VxVM for all of the paths over which it can be accessed. For example, the disk
device enc0_0 represents a single disk for which two different paths are known to the
operating system, such as c1£99d0 and c2t994d0.

To take account of fault domains when configuring data redundancy, you can control
how mirrored volumes are laid out across enclosures as described in “Mirroring across
Targets, Controllers or Enclosures” on page 238.
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Example HA Configuration Using Multiple Hubs/Switches to Provide Redundant-Loop Access

—]
ct | |§£_|_ Host

\ﬁ Fibre Channel

(UpmpEEEE| [URMEMEEEE]| | Syiches

enc0 enci enc2

D D ] Disk Enclosures

See “Disk Device Naming in VxVM” on page 76 and “Changing the Disk-Naming
Scheme” on page 86 for details of the standard and the enclosure-based naming schemes,
and how to switch between them.

Virtual Objects

Virtual objects in VXVM include the following:
Disk Groups

VM Disks

Subdisks

Plexes

* & & oo o

Volumes

The connection between physical objects and VxVM objects is made when you place a
physical disk under VxVM control.

After installing VxVM on a host system, you must bring the contents of physical disks
under VxVM control by collecting the VM disks into disk groups and allocating the disk
group space to create logical volumes.

Bringing the contents of physical disks under VxVM control is accomplished only if
VxVM takes control of the physical disks and the disk is not under control of another
storage manager.
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VxVM creates virtual objects and makes logical connections between the objects. The
virtual objects are then used by VxVM to do storage management tasks.

Note The vxprint command displays detailed information on existing VxVM objects.
For additional information on the vxprint command, see “Displaying Volume
Information” on page 246 and the vxprint(1M) manual page.

Combining Virtual Objects in VxVM

VxVM virtual objects are combined to build volumes. The virtual objects contained in
volumes are VM disks, disk groups, subdisks, and plexes. VERITAS Volume Manager
objects are organized as follows:

¢ VM disks are grouped into disk groups
¢ Subdisks (each representing a specific region of a disk) are combined to form plexes

¢ Volumes are composed of one or more plexes
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The figure, “Connection Between Objects in VxVM” on page 11, shows the connections
between VERITAS Volume Manager virtual objects and how they relate to physical disks.
The disk group contains three VM disks which are used to create two volumes. Volume
vol01 is simple and has a single plex. Volume vo102 is a mirrored volume with two

plexes.

Connection Between Objects in VxXVM

vol01 vol02
vol01-01 vol02-01 vol02-02
vol01-01 vol02-01 vol02-02

disk01-01 | disk02-01 | [ || disk03-01

disk01-01_| [ disko2-01 | | disk3-01

Volumes

Plexes

Subdisks

VM Disks

disk01-01 disk02-01 | | disk03-01
disk01 disk02 disk03
Disk Group
devname1 devname2 devname3

Physical Disks

Chapter 1, Understanding VERITAS Volume Manager
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How VxVM Handles Storage Management

The various types of virtual objects (disk groups, VM disks, subdisks, plexes and
volumes) are described in the following sections. Other types of objects exist in VERITAS
Volume Manager, such as data change objects (DCOs), and cache objects, to provide
extended functionality. These objects are discussed later in this chapter.

Disk Groups

A disk group is a collection of disks that share a common configuration, and which are
managed by VxVM (see “VM Disks” on page 12). A disk group configuration is a set of
records with detailed information about related VxVM objects, their attributes, and their
connections. A disk group name can be up to 31 characters long.

In releases prior to VxVM 4.0, the default disk group was rootdg (the root disk group). For
VxVM to function, the rootdg disk group had to exist and it had to contain at least one
disk. This requirement no longer exists, and VxVM can work without any disk groups
configured (although you must set up at least one disk group before you can create any
volumes of otherVxVM objects). For more information about changes to disk group
configuration in VxVM 4.0, see “Creating and Administering Disk Groups” on page 155.

You can create additional disk groups when you need them. Disk groups allow you to
group disks into logical collections. A disk group and its components can be moved as a
unit from one host machine to another. The ability to move whole volumes and disks
between disk groups, to split whole volumes and disks between disk groups, and to join
disk groups is described in “Reorganizing the Contents of Disk Groups” on page 178.

Volumes are created within a disk group. A given volume and its plexes and subdisks
must be configured from disks in the same disk group.

VM Disks

When you place a physical disk under VxVM control, a VM disk is assigned to the
physical disk. A VM disk is under VxVM control and is usually in a disk group. Each VM
disk corresponds to at least one physical disk or disk partition. VxVM allocates storage
from a contiguous area of VxVM disk space.

A VM disk typically includes a public region (allocated storage) and a private region where
VxVM internal configuration information is stored.

Each VM disk has a unique disk media name (a virtual disk name). You can either define a
disk name of up to 31 characters, or allow VxVM to assign a default name that takes the
form diskgroup##, where diskgroup is the name of the disk group to which the disk
belongs (see “Disk Groups” on page 12).
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“VM Disk Example” on page 13 shows a VM disk with a media name of disk01 that is
assigned to the physical disk devname.

VM Disk Example

diskO1 VM Disk

devname Physical Disk

Subdisks

A subdisk is a set of contiguous disk blocks. A block is a unit of space on the disk. VxVM
allocates disk space using subdisks. A VM disk can be divided into one or more subdisks.
Each subdisk represents a specific portion of a VM disk, which is mapped to a specific
region of a physical disk.

The default name for a VM disk is diskgroup## and the default name for a subdisk is
diskgroup##-##, where diskgroup is the name of the disk group to which the disk
belongs (see “Disk Groups” on page 12).

In the figure, “Subdisk Example” on page 13, disk01-01 is the name of the first subdisk
on the VM disk named disk01.

Subdisk Example

| disk01-01| Subdisk

disk01-01 VM Disk with One Subdisk

diskO1
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A VM disk can contain multiple subdisks, but subdisks cannot overlap or share the same
portions of a VM disk. “Example of Three Subdisks Assigned to One VM Disk” on

page 14 shows a VM disk with three subdisks. (The VM disk is assigned to one physical
disk.)

Example of Three Subdisks Assigned to One VM Disk

disk01-01 disk01-02 disk01-03 Subdisks
disk01-01
disk01-02 VM Disk with Three Subdisks
disk01-03
disk01

Any VM disk space that is not part of a subdisk is free space. You can use free space to
create new subdisks.

VxVM release 3.0 or higher supports the concept of layered volumes in which subdisks
can contain volumes. For more information, see “Layered Volumes” on page 35.
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Plexes

VxVM uses subdisks to build virtual objects called plexes. A plex consists of one or more
subdisks located on one or more physical disks. For example, see the plex vo101-01
shown in “Example of a Plex with Two Subdisks.”

Example of a Plex with Two Subdisks

| disk01-01 | disk01-02 | Plex with Two Subdisks
vol01-01

[ disk01-01 | | disk01-02 | Subdisks

You can organize data on subdisks to form a plex by using the following methods:
¢ concatenation

¢ striping (RAID-0)

¢ mirroring (RAID-1)

¢ striping with parity (RAID-5)

Concatenation, striping (RAID-0), mirroring (RAID-1) and RAID-5 are described in
“Volume Layouts in VxVM” on page 18.

Volumes

A volume is a virtual disk device that appears to applications, databases, and file systems
like a physical disk device, but does not have the physical limitations of a physical disk
device. A volume consists of one or more plexes, each holding a copy of the selected data
in the volume. Due to its virtual nature, a volume is not restricted to a particular disk or a
specific area of a disk. The configuration of a volume can be changed by using VxVM user
interfaces. Configuration changes can be accomplished without causing disruption to
applications or file systems that are using the volume. For example, a volume can be
mirrored on separate disks or moved to use different disk storage.

Note VxVM uses the default naming conventions of vol## for volumes and vol ##-##
for plexes in a volume. For ease of administration, you can choose to select more
meaningful names for the volumes that you create.
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A volume may be created under the following constraints:
¢ Its name can contain up to 31 characters.
¢ It can consist of up to 32 plexes, each of which contains one or more subdisks.

¢ It must have at least one associated plex that has a complete copy of the data in the
volume with at least one associated subdisk.

¢ All subdisks within a volume must belong to the same disk group.

Note You can use the VERITAS Intelligent Storage Provisioning (ISP) feature of VxVM to
create and administer application volumes. These volumes are very similar to the
traditional VXVM volumes that are described in this chapter. However, there are
significant differences between the functionality of the two types of volume that
prevent them from being used interchangeably. Refer to the VERITAS Volume
Manager Intelligent Storage Provisioning Administrator’s Guide for more information
about creating and administering ISP application volumes.

In “Example of a Volume with One Plex,” volume vo101 has the following
characteristics:

¢ It contains one plex named vol01-01.
¢ The plex contains one subdisk named disk01-01.

¢ The subdisk disk01-01 is allocated from VM disk disk01.

Example of a Volume with One Plex

vol01
Volume with One Plex
vol01-01
disk01-01
! Plex with One Subdisk
vol01-01
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In “Example of a Volume with Two Plexes,” a volume, vol06, with two data plexes is
mirrored. Each plex of the mirror contains a complete copy of the volume data.

Example of a Volume with Two Plexes

vol06

vo0l06-01 vol06-01

|disk01-01|| [[disk02-01
vol06-01 vol06-02

Volume with Two Plexes

Plexes

Volume vo106 has the following characteristics:

¢ It contains two plexes named vol06-01 and vol06-02.

¢ Each plex contains one subdisk.

¢ Each subdisk is allocated from a different VM disk (disk01 and disk02).

For more information, see “Mirroring (RAID-1)" on page 26.

Chapter 1, Understanding VERITAS Volume Manager
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Volume Layouts in VxVM

A VxVM virtual device is defined by a volume. A volume has a layout defined by the
association of a volume to one or more plexes, each of which map to subdisks. The
volume presents a virtual device interface that is exposed to other applications for data
access. These logical building blocks re-map the volume address space through which
I/0 is re-directed at run-time.

Different volume layouts each provide different levels of storage service. A volume layout
can be configured and reconfigured to match particular levels of desired storage service.

Implementation of Non-Layered Volumes

In a non-layered volume, a subdisk is restricted to mapping directly to a VM disk. This
allows the subdisk to define a contiguous extent of storage space backed by the public
region of a VM disk. When active, the VM disk is directly associated with an underlying
physical disk. The combination of a volume layout and the physical disks therefore
determines the storage service available from a given virtual device.

Implementation of Layered Volumes

A layered volume is constructed by mapping its subdisks to underlying volumes. The
subdisks in the underlying volumes must map to VM disks, and hence to attached
physical storage.

Layered volumes allow for more combinations of logical compositions, some of which
may be desirable for configuring a virtual device. Because permitting free use of layered
volumes throughout the command level would have resulted in unwieldy administration,
some ready-made layered volume configurations are designed into VxVM. See “Layered
Volumes” on page 35 for more information.

These ready-made configurations operate with built-in rules to automatically match
desired levels of service within specified constraints. The automatic configuration is done
on a “best-effort” basis for the current command invocation working against the current
configuration.

To achieve the desired storage service from a set of virtual devices, it may be necessary to
include an appropriate set of VM disks into a disk group, and to execute multiple
configuration commands.

To the extent that it can, VxVM handles initial configuration and on-line re-configuration
with its set of layouts and administration interface to make this job easier and more
deterministic.
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Layout Methods

Data in virtual objects is organized to create volumes by using the following layout
methods:

Concatenation and Spanning

Striping (RAID-0)

Mirroring (RAID-1)

Striping Plus Mirroring (Mirrored-Stripe or RAID-0+1)
Mirroring Plus Striping (Striped-Mirror, RAID-1+0 or RAID-10)
RAID-5 (Striping with Parity)

* 6 ¢ o o o

The following sections describe each layout method.

Concatenation and Spanning

Concatenation maps data in a linear manner onto one or more subdisks in a plex. To access
all of the data in a concatenated plex sequentially, data is first accessed in the first subdisk
from beginning to end. Data is then accessed in the remaining subdisks sequentially from
beginning to end, until the end of the last subdisk.

The subdisks in a concatenated plex do not have to be physically contiguous and can
belong to more than one VM disk. Concatenation using subdisks that reside on more than
one VM disk is called spanning.

The figure, “Example of Concatenation,” shows the concatenation of two subdisks from
the same VM disk. The blocks n, n+1, n+2 and n+3 (numbered relative to the start of the
plex) are contiguous on the plex, but actually come from two distinct subdisks on the
same physical disk.

The remaining free space in the subdisk, disk01-02, on VM disk, disk01, can be put to
other uses.
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Example of Concatenation

Data in Data in
disk01-01 disk01-03

-~

‘ n | [n+1] |[n+2 n+3’ Data Blocks

Plex with

|di3k01 -01 ‘ disk01-03 | Concatenated Subdisks

|disk01 -01 | |disk01 -03| Subdisks

|disk01-01‘ \diskm-oz\ ‘disk01-03| VM Disk
diskO1

Physical Disk

You can use concatenation with multiple subdisks when there is insufficient contiguous
space for the plex on any one disk. This form of concatenation can be used for load
balancing between disks, and for head movement optimization on a particular disk.
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The figure, “Example of Spanning,” shows data spread over two subdisks in a spanned
plex. The blocks n, n+1, n+2 and n+3 (numbered relative to the start of the plex) are
contiguous on the plex, but actually come from two distinct subdisks from two distinct

physical disks.

The remaining free space in the subdisk, disk02-02, on VM disk, disk02, can be put to

other uses.

Example of Spanning

Data in
disk01-01

Data in
disk02-01

-~

‘ n | |n+1] |n+2

n+3

‘disk01-01 ‘disk02-01 |

/

\

Data Blocks

Plex with
Concatenated Subdisks

|disk01-01 | |disk02-01 | Subdisks
|disk01-01 \ |disk02-01 \ |disk02-02| VM Disks
diskO1 disk02
devnamel devname2
Physical Disks
n |n+1|n+2 n+3

Caution Spanning a plex across multiple disks increases the chance that a disk failure
results in failure of the assigned volume. Use mirroring or RAID-5 (both
described later) to reduce the risk that a single disk failure results in a volume

failure.
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See “Creating a Volume on Any Disk” on page 225 for information on how to create a
concatenated volume that may span several disks.

Striping (RAID-0)

Striping (RAID-0) is useful if you need large amounts of data written to or read from
physical disks, and performance is important. Striping is also helpful in balancing the I/O
load from multi-user applications across multiple disks. By using parallel data transfer to
and from multiple disks, striping significantly improves data-access performance.

Striping maps data so that the data is interleaved among two or more physical disks. A
striped plex contains two or more subdisks, spread out over two or more physical disks.
Data is allocated alternately and evenly to the subdisks of a striped plex.

The subdisks are grouped into “columns,” with each physical disk limited to one column.
Each column contains one or more subdisks and can be derived from one or more
physical disks. The number and sizes of subdisks per column can vary. Additional
subdisks can be added to columns, as necessary.

Caution Striping a volume, or splitting a volume across multiple disks, increases the
chance that a disk failure will result in failure of that volume.

If five volumes are striped across the same five disks, then failure of any one of the five
disks will require that all five volumes be restored from a backup. If each volume is on a
separate disk, only one volume has to be restored. (As an alternative to striping, use
mirroring or RAID-5 to substantially reduce the chance that a single disk failure results in
failure of a large number of volumes.)

Data is allocated in equal-sized units (stripe units) that are interleaved between the
columns. Each stripe unit is a set of contiguous blocks on a disk. The default stripe unit
size (or width) is 64 kilobytes.

For example, if there are three columns in a striped plex and six stripe units, data is
striped over the three columns, as illustrated in “Striping Across Three Columns” on
page 23.
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Striping Across Three Columns

Column Column Column

0 1 2
Stripe 1 ——| sut su2 su3
Stripe 2 ——| su4 sub5 su6

Subdisk Subdisk Subdisk
1 2 3

Plex

SU = Stripe Unit

A stripe consists of the set of stripe units at the same positions across all columns. In the
figure, stripe units 1, 2, and 3 constitute a single stripe.

Viewed in sequence, the first stripe consists of:
¢ stripe unit 1 in column 0
& stripe unit 2 in column 1
¢ stripe unit 3 in column 2
The second stripe consists of:
¢ stripe unit 4 in column 0
& stripe unit 5 in column 1
& stripe unit 6 in column 2

Striping continues for the length of the columns (if all columns are the same length), or
until the end of the shortest column is reached. Any space remaining at the end of
subdisks in longer columns becomes unused space.
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“Example of a Striped Plex with One Subdisk per Column” on page 24 shows a striped
plex with three equal sized, single-subdisk columns. There is one column per physical
disk. This example shows three subdisks that occupy all of the space on the VM disks. It is
also possible for each subdisk in a striped plex to occupy only a portion of the VM disk,
which leaves free space for other disk management tasks.

Example of a Striped Plex with One Subdisk per Column

1
\ /
Column 0 Column 1 Column 2

[disko1-01] [ disko2-01| | disk03-01 | Striped Plex

su su2 su3 su4 sub su6| - - - Stripe Units

|disk0@ | disko2-01| | disk03-01| Subdisks

disk01-01 |disk02-01 \ \diskos-m | VM Disks

disk01 disk02 disk03

|

devname1 devname2 devname3

Physical Disks

sul|su4| - - - su2|sub| - - - su3|su6| - - -
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“Example of a Striped Plex with Concatenated Subdisks per Column” on page 25
illustrates a striped plex with three columns containing subdisks of different sizes. Each
column contains a different number of subdisks. There is one column per physical disk.
Striped plexes can be created by using a single subdisk from each of the VM disks being
striped across. It is also possible to allocate space from different regions of the same disk
or from another disk (for example, if the size of the plex is increased). Columns can also
contain subdisks from different VM disks.

Example of a Striped Plex with Concatenated Subdisks per Column

sui su2 su3 su4 su5 su6| - - - Stripe Units
\ /
Column 0 Column 1 Column 2
disk02-01 disk03-01 Striped P
disk01-01 disk03-02 riped Flex
disk02-02 disk03-03

. disk03-01
disk02-01 .
disk01-01 disk03-02 Subdisks

disk02-02 | disk03-03 |

£

disk03-01

. disk02-01
disk01-01 disk03-02 VM Disks
disk02-02 disk03-03
disk01 disk02 disk03

devname1 devname2 devname3

Physical Disks
sul|su4| - - - su2|sub| - - - su3fsu6| * - -

See “Creating a Striped Volume” on page 236 for information on how to create a striped
volume.
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Mirroring (RAID-1)

Mirroring uses multiple mirrors (plexes) to duplicate the information contained in a
volume. In the event of a physical disk failure, the plex on the failed disk becomes
unavailable, but the system continues to operate using the unaffected mirrors.

Note Although a volume can have a single plex, at least two plexes are required to
provide redundancy of data. Each of these plexes must contain disk space from
different disks to achieve redundancy.

When striping or spanning across a large number of disks, failure of any one of those
disks can make the entire plex unusable. Because the likelihood of one out of several disks
failing is reasonably high, you should consider mirroring to improve the reliability (and
availability) of a striped or spanned volume.

See “Creating a Mirrored Volume” on page 231 for information on how to create a
mirrored volume.

Disk duplexing, in which each mirror exists on a separate controller, is also supported. See
“Mirroring across Targets, Controllers or Enclosures” on page 238 for details.

Striping Plus Mirroring (Mirrored-Stripe or RAID-0+1)

VxVM supports the combination of mirroring above striping. The combined layout is
called a mirrored-stripe layout. A mirrored-stripe layout offers the dual benefits of striping
to spread data across multiple disks, while mirroring provides redundancy of data.

For mirroring above striping to be effective, the striped plex and its mirrors must be
allocated from separate disks.

The figure, “Mirrored-Stripe Volume Laid out on Six Disks” on page 27 shows an example
where two plexes, each striped across three disks, are attached as mirrors to the same
volume to create a mirrored-stripe volume.
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Mirrored-Stripe Volume Laid out on Six Disks

I>Mirror

[ Mirrored-Stripe
Volume

See “Creating a Mirrored-Stripe Volume” on page 237 for information on how to create a
mirrored-stripe volume.

The layout type of the data plexes in a mirror can be concatenated or striped. Even if only
one is striped, the volume is still termed a mirrored-stripe volume. If they are all
concatenated, the volume is termed a mirrored-concatenated volume.

Mirroring Plus Striping (Striped-Mirror, RAID-1+0 or RAID-10)

VxVM supports the combination of striping above mirroring. This combined layout is
called a striped-mirror layout. Putting mirroring below striping mirrors each column of the
stripe. If there are multiple subdisks per column, each subdisk can be mirrored
individually instead of each column.

Note A striped-mirror volume is an example of a layered volume. See “Layered
Volumes” on page 35 for more information.

As for a mirrored-stripe volume, a striped-mirror volume offers the dual benefits of
striping to spread data across multiple disks, while mirroring provides redundancy of
data. In addition, it enhances redundancy, and reduces recovery time after disk failure.

“Striped-Mirror Volume Laid out on Six Disks” on page 28 shows an example where a
striped-mirror volume is created by using each of three existing 2-disk mirrored volumes
to form a separate column within a striped plex.
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Striped-Mirror Volume Laid out on Six Disks

Underlying Mirrored Volumes

| | —

H— Striped Plex

[ Striped-Mirror
Volume

See “Creating a Striped-Mirror Volume” on page 237 for information on how to create a
striped-mirrored volume.

As shown in the figure, “How the Failure of a Single Disk Affects Mirrored-Stripe and
Striped-Mirror Volumes” on page 29, the failure of a disk in a mirrored- stripe layout
detaches an entire data plex, thereby losing redundancy on the entire volume. When the
disk is replaced, the entire plex must be brought up to date. Recovering the entire plex can
take a substantial amount of time. If a disk fails in a striped-mirror layout, only the failing
subdisk must be detached, and only that portion of the volume loses redundancy. When
the disk is replaced, only a portion of the volume needs to be recovered. Additionally, a
mirrored-stripe volume is more vulnerable to being put out of use altogether should a
second disk fail before the first failed disk has been replaced, either manually or by
hot-relocation.
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How the Failure of a Single Disk Affects Mirrored-Stripe and Striped-Mirror Volumes

Striped Plex

| Detached
Striped Plex

all

— Mirrored-Stripe
Volume with

Failure of Disk no Redundancy

Detaches Plex

— Striped Plex

UL L
U L

(10

[ Striped-Mirror

Failure of Disk Removes \F{glrttlirgle with
Redundancy from a Mirror Redundancy

Compared to mirrored-stripe volumes, striped-mirror volumes are more tolerant of disk
failure, and recovery time is shorter.

If the layered volume concatenates instead of striping the underlying mirrored volumes,
the volume is termed a concatenated-mirror volume.
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RAID-5 (Striping with Parity)

Note VxVM supports RAID-5 for private disk groups, but not for shareable disk groups
in a cluster environment. In addition, VxVM does not support the mirroring of
RAID-5 volumes that are configured using VERITAS Volume Manager software.
Disk devices that support RAID-5 in hardware may be mirrored.

Although both mirroring (RAID-1) and RAID-5 provide redundancy of data, they use
different methods. Mirroring provides data redundancy by maintaining multiple
complete copies of the data in a volume. Data being written to a mirrored volume is
reflected in all copies. If a portion of a mirrored volume fails, the system continues to use
the other copies of the data.

RAID-5 provides data redundancy by using parity. Parity is a calculated value used to
reconstruct data after a failure. While data is being written to a RAID-5 volume, parity is
calculated by doing an exclusive OR (XOR) procedure on the data. The resulting parity is
then written to the volume. The data and calculated parity are contained in a plex that is
“striped” across multiple disks. If a portion of a RAID-5 volume fails, the data that was on
that portion of the failed volume can be recreated from the remaining data and parity
information. It is also possible to mix concatenation and striping in the layout.

The figure, “Parity Locations in a RAID-5 Mode” on page 30, shows parity locations in a
RAID-5 array configuration. Every stripe has a column containing a parity stripe unit and
columns containing data. The parity is spread over all of the disks in the array, reducing
the write time for large independent writes because the writes do not have to wait until a
single parity disk can accept the data.

Parity Locations in a RAID-5 Mode

TN

spet - [— >
Stripe2 —
Stripe 3 —

i ~_Parity
RAID-5 volumes can additionally perform logging to minimize recovery time. RAID-5
volumes use RAID-5 logs to keep a copy of the data and parity currently being written.
RAID-5 logging is optional and can be created along with RAID-5 volumes or added later.

The implementation of RAID-5 in VxVM is described in “VERITAS Volume Manager
RAID-5 Arrays” on page 31.

Stripe 4 —
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Traditional RAID-5 Arrays

A traditional RAID-5 array is several disks organized in rows and columns. A column is a
number of disks located in the same ordinal position in the array. A row is the minimal
number of disks necessary to support the full width of a parity stripe. The figure,
“Traditional RAID-5 Array,” shows the row and column arrangement of a traditional
RAID-5 array.

Traditional RAID-5 Array

Stripe 1
Row 0 Stripe 3

Stripe 2
Row 1

Column 0 | Column 1 Column2 i Column 3

This traditional array structure supports growth by adding more rows per column.
Striping is accomplished by applying the first stripe across the disks in Row 0, then the
second stripe across the disks in Row 1, then the third stripe across the Row 0 disks, and
so on. This type of array requires all disks columns, and rows to be of equal size.

VERITAS Volume Manager RAID-5 Arrays

The RAID-5 array structure in VERITAS Volume Manager differs from the traditional
structure. Due to the virtual nature of its disks and other objects, VxVM does not use
rows. Instead, VXVM uses columns consisting of variable length subdisks (as shown in
“VERITAS Volume Manager RAID-5 Array” on page 32). Each subdisk represents a
specific area of a disk.

VxVM allows each column of a RAID-5 plex to consist of a different number of subdisks.
The subdisks in a given column can be derived from different physical disks. Additional
subdisks can be added to the columns as necessary. Striping is implemented by applying
the first stripe across each subdisk at the top of each column, then applying another stripe
below that, and so on for the length of the columns. Equal-sized stripe units are used for
each column. For RAID-5, the default stripe unit size is 16 kilobytes. See “Striping
(RAID-0)" on page 22 for further information about stripe units.
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VERITAS Volume Manager RAID-5 Array

Stripe 1
Stripe 2
SD SD
SD
SD
SD SD SD SD

Column 0  Column 1 Column2 Column 3

SD = Subdisk

Note Mirroring of RAID-5 volumes is not supported.

See “Creating a RAID-5 Volume” on page 239 for information on how to create a RAID-5
volume.

Left-Symmetric Layout

There are several layouts for data and parity that can be used in the setup of a RAID-5
array. The implementation of RAID-5 in VxVM uses a left-symmetric layout. This
provides optimal performance for both random I/O operations and large sequential I/O
operations. However, the layout selection is not as critical for performance as are the
number of columns and the stripe unit size.

Left-symmetric layout stripes both data and parity across columns, placing the parity in a
different column for every stripe of data. The first parity stripe unit is located in the
rightmost column of the first stripe. Each successive parity stripe unit is located in the
next stripe, shifted left one column from the previous parity stripe unit location. If there
are more stripes than columns, the parity stripe unit placement begins in the rightmost
column again.
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The figure, “Left-Symmetric Layout,” shows a left-symmetric parity layout with five
disks (one per column).

Left-Symmetric Layout

Column Parity Stripe Unit
o
N\
B
I
| O : 1 2 3 PO
|
1

o [ A D N ..
Stripe ! 5 | 6 7 4 K

I

l---

b

110, 11 P2 8 @

|

[

| 15 I P3 12 13 14 (Data)

: l Stripe Unit
I

I'P4 16 17 18 19

—

I\ y,

For each stripe, data is organized starting to the right of the parity stripe unit. In the
figure, data organization for the first stripe begins at PO and continues to stripe units 0-3.
Data organization for the second stripe begins at P1, then continues to stripe unit 4, and
on to stripe units 5-7. Data organization proceeds in this manner for the remaining stripes.

Each parity stripe unit contains the result of an exclusive OR (XOR) operation performed
on the data in the data stripe units within the same stripe. If one column’s data is
inaccessible due to hardware or software failure, the data for each stripe can be restored
by XORing the contents of the remaining columns data stripe units against their
respective parity stripe units.

For example, if a disk corresponding to the whole or part of the far left column fails, the
volume is placed in a degraded mode. While in degraded mode, the data from the failed
column can be recreated by XORing stripe units 1-3 against parity stripe unit PO to
recreate stripe unit 0, then XORing stripe units 4, 6, and 7 against parity stripe unit P1 to
recreate stripe unit 5, and so on.
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Note Failure of more than one column in a RAID-5 plex detaches the volume. The
volume is no longer allowed to satisfy read or write requests. Once the failed
columns have been recovered, it may be necessary to recover user data from
backups.

RAID-5 Logging

Logging is used to prevent corruption of data during recovery by immediately recording
changes to data and parity to a log area on a persistent device such as a volume on disk or
in non-volatile RAM. The new data and parity are then written to the disks.

Without logging, it is possible for data not involved in any active writes to be lost or
silently corrupted if both a disk in a RAID-5 volume and the system fail. If this
double-failure occurs, there is no way of knowing if the data being written to the data
portions of the disks or the parity being written to the parity portions have actually been
written. Therefore, the recovery of the corrupted disk may be corrupted itself.

The figure, “Incomplete Write,” illustrates a RAID-5 volume configured across three disks
(A, B and C). In this volume, recovery of disk B’s corrupted data depends on disk A’s data
and disk C’s parity both being complete. However, only the data write to disk A is
complete. The parity write to disk C is incomplete, which would cause the data on disk B
to be reconstructed incorrectly.

Incomplete Write

Completed Corrupted Data Incomplete
Data Write Parity Write
N T N T
v v
N
~ ~_ ~_

This failure can be avoided by logging all data and parity writes before committing them
to the array. In this way, the log can be replayed, causing the data and parity updates to be
completed before the reconstruction of the failed drive takes place.

Logs are associated with a RAID-5 volume by being attached as log plexes. More than one
log plex can exist for each RAID-5 volume, in which case the log areas are mirrored.

See “Adding a RAID-5 Log” on page 267 for information on how to add a RAID-5 log to a
RAID-5 volume.
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Layered Volumes

A layered volume is a virtual VERITAS Volume Manager object that is built on top of other
volumes. The layered volume structure tolerates failure better and has greater
redundancy than the standard volume structure. For example, in a striped-mirror layered
volume, each mirror (plex) covers a smaller area of storage space, so recovery is quicker
than with a standard mirrored volume.

Example of a Striped-Mirror Layered Volume

volO1
Striped-Mirror
vol01-01 Volume
I
|
vol01-01
Column 0| |Column 1
Striped Plex
Managed
by User
Managed 01 02
by VxVM ¢ vop vop _
Subdisks
vop01 vop02 Underlying
Mirrored
Volumes
[aiskos-01] | | [diskos-o1 ]| | [diskog01]| |[aiskor-01] | CONgatenated
[aiskoaot] | |[oiskos-01] | | [aiskos-0t]| | [aiskor-01]| ~ Sypciske on
———
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The figure, “Example of a Striped-Mirror Layered Volume,” illustrates the structure of a
typical layered volume. It shows subdisks with two columns, built on underlying
volumes with each volume internally mirrored. The volume and striped plex in the
“Managed by User” area allow you to perform normal tasks in VxVM. User tasks can be
performed only on the top-level volume of a layered volume.

Underlying volumes in the “Managed by VxVM” area are used exclusively by VxVM and
are not designed for user manipulation. You cannot detach a layered volume or perform
any other operation on the underlying volumes by manipulating the internal structure.
You can perform all necessary operations in the “Managed by User” area that includes the
top-level volume and striped plex (for example, resizing the volume, changing the
column width, or adding a column).

System administrators can manipulate the layered volume structure for troubleshooting
or other operations (for example, to place data on specific disks). Layered volumes are
used by VxVM to perform the following tasks and operations:

*

Creating striped-mirrors. (See “Creating a Striped-Mirror Volume” on page 237, and
the vxassist(1M) manual page.)

Creating concatenated-mirrors. (See “Creating a Concatenated-Mirror Volume” on
page 231, and the vxassist(1M) manual page.)

Online Relayout. (See “Online Relayout” on page 37, and the vxrelayout(1M) and
vxassist(1M) manual pages.)

RAID-5 subdisk moves. (See the vxsd(1M) manual page.)

Snapshots. (See “Administering Volume Snapshots” on page 285, and the
vxsnap(1M) and vxassist(1M) manual pages.)
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Online Relayout

Online relayout allows you to convert between storage layouts in VxVM, with
uninterrupted data access. Typically, you would do this to change the redundancy or
performance characteristics of a volume. VxVM adds redundancy to storage either by
duplicating the data (mirroring) or by adding parity (RAID-5). Performance
characteristics of storage in VxVM can be changed by changing the striping parameters,
which are the number of columns and the stripe width.

See “Performing Online Relayout” on page 278 for details of how to perform online
relayout of volumes in VXVM. Also see “Converting Between Layered and Non-Layered
Volumes” on page 284 for information about the additional volume conversion operations
that are possible.

How Online Relayout Works

Online relayout allows you to change the storage layouts that you have already created in
place without disturbing data access. You can change the performance characteristics of a
particular layout to suit your changed requirements. You can transform one layout to
another by invoking a single command.

For example, if a striped layout with a 128KB stripe unit size is not providing optimal
performance, you can use relayout to change the stripe unit size.

File systems mounted on the volumes do not need to be unmounted to achieve this
transformation provided that the file system (such as VERITAS File System™) supports
online shrink and grow operations.

Online relayout reuses the existing storage space and has space allocation policies to
address the needs of the new layout. The layout transformation process converts a given
volume to the destination layout by using minimal temporary space that is available in
the disk group.

The transformation is done by moving one portion of data at a time in the source layout to
the destination layout. Data is copied from the source volume to the temporary area, and
data is removed from the source volume storage area in portions. The source volume
storage area is then transformed to the new layout, and the data saved in the temporary
area is written back to the new layout. This operation is repeated until all the storage and
data in the source volume has been transformed to the new layout.

The default size of the temporary area used during the relayout depends on the size of the
volume and the type of relayout. For volumes larger than 50MB, the amount of temporary
space that is required is usually 10% of the size of the volume, from a minimum of 50MB

up to a maximum of 1GB. For volumes smaller than 50MB, the temporary space required
is the same as the size of the volume.
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The following error message displays the number of blocks required if there is insufficient
free space available in the disk group for the temporary area:

tmpsize too small to perform this relayout (nblks minimum required)

You can override the default size used for the temporary area by using the tmpsize
attribute to vxassist. See the vxassist(1M) manual page for more information.

As well as the temporary area, space is required for a temporary intermediate volume
when increasing the column length of a striped volume. The amount of space required is
the difference between the column lengths of the target and source volumes. For example,
20GB of temporary additional space is required to relayout a 150GB striped volume with 5
columns of length 30GB as 3 columns of length 50GB. In some cases, the amount of
temporary space that is required is relatively large. For example, a relayout of a 150GB
striped volume with 5 columns as a concatenated volume (with effectively one column)
requires 120GB of space for the intermediate volume.

Additional permanent disk space may be required for the destination volumes,
depending on the type of relayout that you are performing. This may happen, for
example, if you change the number of columns in a striped volume. The figure, “Example
of Decreasing the Number of Columns in a Volume,” shows how decreasing the number
of columns can require disks to be added to a volume. The size of the volume remains the
same but an extra disk is needed to extend one of the columns.

Example of Decreasing the Number of Columns in a Volume

_ E8S
SSSsSs oo

Five Columns of Length L Three Columns of Length 5L/3
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The following are examples of operations that you can perform using online relayout:

¢ Change a RAID-5 volume to a concatenated, striped, or layered volume (remove
parity). See “Example of Relayout of a RAID-5 Volume to a Striped Volume” on
page 39. Note that removing parity (shown by the shaded area) decreases the overall
storage space that the volume requires.

Example of Relayout of a RAID-5 Volume to a Striped Volume

=B —-000

RAID-5 Volume Striped Volume

¢ Change a volume to a RAID-5 volume (add parity). See “Example of Relayout of a
Concatenated Volume to a RAID-5 Volume” on page 39. Note that adding parity
(shown by the shaded area) increases the overall storage space that the volume
requires.

Example of Relayout of a Concatenated Volume to a RAID-5 Volume

Concatenated )

RAID-5 Volume

¢ Change the number of columns in a volume. See “Example of Increasing the Number
of Columns in a Volume” on page 39. Note that the length of the columns is reduced
to conserve the size of the volume.

Example of Increasing the Number of Columns in a Volume

0 —88S

Two Columns Three Columns
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*

Change the column stripe width in a volume. See “Example of Increasing the Stripe
Width for the Columns in a Volume” on page 40.

Example of Increasing the Stripe Width for the Columns in a Volume

™ — B

For details of how to perform online relayout operations, see “Performing Online
Relayout” on page 278. For information about the relayout transformations that are
possible, see “Permitted Relayout Transformations” on page 279.

Limitations of Online Relayout

Note the following limitations of online relayout:

*

*

Log plexes cannot be transformed.

Volume snapshots cannot be taken when there is an online relayout operation
running on the volume.

Online relayout cannot create a non-layered mirrored volume in a single step. It
always creates a layered mirrored volume even if you specify a non-layered mirrored
layout, such asmirror-stripe ormirror-concat. Use the vxassist convert
command to turn the layered mirrored volume that results from a relayout into a
non-layered volume. See “Converting Between Layered and Non-Layered Volumes”
on page 284 for more information.

Online relayout can be used only with volumes that have been created using the
vxassist command or the VERITAS Enterprise Administrator (VEA).

The usual restrictions apply for the minimum number of physical disks that are
required to create the destination layout. For example, mirrored volumes require at
least as many disks as mirrors, striped and RAID-5 volumes require at least as many
disks as columns, and striped-mirror volumes require at least as many disks as
columns multiplied by mirrors.

To be eligible for layout transformation, the plexes in a mirrored volume must have
identical stripe widths and numbers of columns. Relayout is not possible unless you
make the layouts of the individual plexes identical.

Online relayout involving RAID-5 volumes is not supported for shareable disk
groups in a cluster environment.
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¢ Online relayout cannot transform sparse plexes, nor can it make any plex sparse. (A
sparse plex is not the same size as the volume, or has regions that are not mapped to
any subdisk.)

Transformation Characteristics

Transformation of data from one layout to another involves rearrangement of data in the
existing layout to the new layout. During the transformation, online relayout retains data
redundancy by mirroring any temporary space used. Read and write access to data is not
interrupted during the transformation.

Data is not corrupted if the system fails during a transformation. The transformation
continues after the system is restored and both read and write access are maintained.

You can reverse the layout transformation process at any time, but the data may not be
returned to the exact previous storage location. Any existing transformation in the
volume must be stopped before doing a reversal.

You can determine the transformation direction by using the vxrelayout status
volume command.

These transformations are protected against 1/O failures if there is sufficient redundancy
and space to move the data.

Transformations and Volume Length

Some layout transformations can cause the volume length to increase or decrease. If either
of these conditions occurs, online relayout uses the vxresize (1M) command to shrink
or grow a file system as described in “Resizing a Volume” on page 269.
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Volume Resynchronization

When storing data redundantly and using mirrored or RAID-5 volumes, VxVM ensures
that all copies of the data match exactly. However, under certain conditions (usually due
to complete system failures), some redundant data on a volume can become inconsistent
or unsynchronized. The mirrored data is not exactly the same as the original data. Except
for normal configuration changes (such as detaching and reattaching a plex), this can only
occur when a system crashes while data is being written to a volume.

Data is written to the mirrors of a volume in parallel, as is the data and parity in a RAID-5
volume. If a system crash occurs before all the individual writes complete, it is possible for
some writes to complete while others do not. This can result in the data becoming
unsynchronized. For mirrored volumes, it can cause two reads from the same region of
the volume to return different results, if different mirrors are used to satisfy the read
request. In the case of RAID-5 volumes, it can lead to parity corruption and incorrect data
reconstruction.

VxVM needs to ensure that all mirrors contain exactly the same data and that the data and
parity in RAID-5 volumes agree. This process is called volume resynchronization. For
volumes that are part of the disk group that is automatically imported at boot time
(usually aliased as the reserved system-wide disk group, bootdg), the resynchronization
process takes place when the system reboots.

Not all volumes require resynchronization after a system failure. Volumes that were
never written or that were quiescent (that is, had no active I/O) when the system failure
occurred could not have had outstanding writes and do not require resynchronization.

Dirty Flags

VxVM records when a volume is first written to and marks it as dirty. When a volume is
closed by all processes or stopped cleanly by the administrator, and all writes have been
completed, VxVM removes the dirty flag for the volume. Only volumes that are marked
dirty when the system reboots require resynchronization.

Resynchronization Process

The process of resynchronization depends on the type of volume. RAID-5 volumes that
contain RAID-5 logs can “replay” those logs. If no logs are available, the volume is placed
in reconstruct-recovery mode and all parity is regenerated. For mirrored volumes,
resynchronization is done by placing the volume in recovery mode (also called
read-writeback recovery mode). Resynchronization of data in the volume is done in the
background. This allows the volume to be available for use while recovery is taking place.
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The process of resynchronization can impact system performance. The recovery process
reduces some of this impact by spreading the recoveries to avoid stressing a specific disk
or controller.

For large volumes or for a large number of volumes, the resynchronization process can
take time. These effects can be addressed by using dirty region logging (DRL) and
FastResync (fast mirror resynchronization) for mirrored volumes, or by ensuring that
RAID-5 volumes have valid RAID-5 logs. See the sections “Dirty Region Logging (DRL)”
on page 43 and “FastResync” on page 60 for more information.

For raw volumes used by database applications, the SmartSync Recovery Accelerator can
be used if this is supported by the database vendor (see “SmartSync Recovery
Accelerator” on page 45).

Dirty Region Logging (DRL)

Note In VxVM 4.0, if a version 20 DCO volume is associated with a volume, a portion of
the DCO volume can be used to store the DRL log. There is no need to create a
separate DRL log for a volume which has a version 20 DCO volume. For more
information, see “DCO Volume Versioning” on page 62.

Dirty region logging (DRL), if enabled, speeds recovery of mirrored volumes after a
system crash. DRL keeps track of the regions that have changed due to I/O writes to a
mirrored volume. DRL uses this information to recover only those portions of the volume
that need to be recovered.

If DRL is not used and a system failure occurs, all mirrors of the volumes must be restored
to a consistent state. Restoration is done by copying the full contents of the volume
between its mirrors. This process can be lengthy and I/O intensive. It may also be
necessary to recover the areas of volumes that are already consistent.

Dirty Region Logs

DRL logically divides a volume into a set of consecutive regions, and maintains a log on
disk where each region is represented by a status bit. This log records regions of a volume
for which writes are pending. Before data is written to a region, DRL synchronously
marks the corresponding status bit in the log as dirty. To enhance performance, the log bit
remains set to dirty until the region becomes the least recently accessed for writes. This
allows writes to the same region to be written immediately to disk if the region’s log bit is
set to dirty.

On restarting a system after a crash, VxVM recovers only those regions of the volume that
are marked as dirty in the dirty region log.
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Log Subdisks and Plexes

DRL log subdisks store the dirty region log of a mirrored volume that has DRL enabled. A
volume with DRL has at least one log subdisk; multiple log subdisks can be used to mirror
the dirty region log. Each log subdisk is associated with one plex of the volume. Only one
log subdisk can exist per plex. If the plex contains only a log subdisk and no data
subdisks, that plex is referred to as a log plex.

The log subdisk can also be associated with a regular plex that contains data subdisks. In
that case, the log subdisk risks becoming unavailable if the plex must be detached due to
the failure of one of its data subdisks.

If the vxassist command is used to create a dirty region log, it creates a log plex
containing a single log subdisk by default. A dirty region log can also be set up manually
by creating a log subdisk and associating it with a plex. The plex then contains both a log
and data subdisks.

Sequential DRL

Some volumes, such as those that are used for database replay logs, are written
sequentially and do not benefit from delayed cleaning of the DRL bits. For these volumes,
sequential DRL can be used to limit the number of dirty regions. This allows for faster
recovery should a crash occur. However, if applied to volumes that are written to
randomly, sequential DRL can be a performance bottleneck as it limits the number of
parallel writes that can be carried out.

The maximum number of dirty regions allowed for sequential DRL is controlled by the
tunable voldrl max_seq dirty as described in the description of
“voldrl_max_seq_dirty” on page 426.

Note DRL adds a small I/O overhead for most write access patterns.

For details of how to configure DRL and sequential DRL, see “Adding Traditional DRL
Logging to a Mirrored Volume” on page 266, and “Preparing a Volume for DRL and
Instant Snapshots” on page 259.
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SmartSync Recovery Accelerator

The SmartSync feature of VERITAS Volume Manager increases the availability of
mirrored volumes by only resynchronizing changed data. (The process of
resynchronizing mirrored databases is also sometimes referred to as resilvering.)
SmartSync reduces the time required to restore consistency, freeing more I/O bandwidth
for business-critical applications. If supported by the database vendor, the SmartSync
feature uses an extended interface between VxXVM volumes and the database software to
avoid unnecessary work during mirror resynchronization. For example, Oracle®
automatically takes advantage of SmartSync to perform database resynchronization when
it is available.

Note SmartSync is only applicable to databases that are configured on raw volumes. You
cannot use SmartSync with volumes that contain file systems. Use an alternative
solution such as DRL with such volumes.

You must configure volumes correctly to use SmartSync. For VxVM, there are two types
of volumes used by the database, as follows:

& Redo log volumes contain redo logs of the database.

¢ Data volumes are all other volumes used by the database (control files and tablespace
files).

SmartSync works with these two types of volumes differently, and they must be
configured correctly to take full advantage of the extended interfaces. The only difference
between the two types of volumes is that redo log volumes have dirty region logs, while
data volumes do not.

To enable the use of SmartSync with database volumes in shared disk groups, set the
value of the volcvm_smartsync tunable to 1 as described in “Tuning VxVM” on
page 419. See “volcvm_smartsync” on page 425 for more information about this tunable.

Data Volume Configuration

The recovery takes place when the database software is started, not at system startup. This
reduces the overall impact of recovery when the system reboots. Because the recovery is
controlled by the database, the recovery time for the volume is the resilvering time for the
database (that is, the time required to replay the redo logs).

Because the database keeps its own logs, it is not necessary for VxVM to do logging. Data
volumes should be configured as mirrored volumes without dirty region logs. In addition
to improving recovery time, this avoids any run-time I/O overhead due to DRL which
improves normal database write access.
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Redo Log Volume Configuration

A redo log is a log of changes to the database data. Because the database does not maintain
changes to the redo logs, it cannot provide information about which sections require
resilvering. Redo logs are also written sequentially, and since traditional dirty region logs
are most useful with randomly-written data, they are of minimal use for reducing
recovery time for redo logs. However, VxVM can reduce the number of dirty regions by
modifying the behavior of its Dirty Region Logging feature to take advantage of
sequential access patterns. Sequential DRL decreases the amount of data needing recovery
and reduces recovery time impact on the system.

The enhanced interfaces for redo logs allow the database software to inform VxVM when
a volume is to be used as a redo log. This allows VxVM to modify the DRL behavior of the
volume to take advantage of the access patterns. Since the improved recovery time
depends on dirty region logs, redo log volumes should be configured as mirrored
volumes with sequential DRL.

For additional information, see “Sequential DRL” on page 44.

Volume Snapshots

VERITAS Volume Manager provides the capability for taking an image of a volume at a
given point in time. Such an image is referred to as a volume snapshot. Such snapshots
should not be confused with file system snapshots, which are point-in-time images of a
VERITAS File System.

The figure, “Volume Snapshot as a Point-In-Time Image of a Volume” on page 47,
illustrates how a snapshot volume represents a copy of an original volume at a given
point in time. Even though the contents of the original volume can change, the snapshot
volume can be used to preserve the contents of the original volume as they existed at an
earlier time.

The snapshot volume provides a stable and independent base for making backups of the
contents of the original volume, or for other applications such as decision support. In the
figure, the contents of the snapshot volume are eventually resynchronized with the
original volume at a later point in time.

Another possibility is to use the snapshot volume to restore the contents of the original
volume. This may be useful if the contents of the original volume have become corrupted
in some way.

Note If you choose to write to the snapshot volume, it may no longer be suitable for use
in restoring the contents of the original volume.
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Volume Snapshot as a Point-In-Time Image of a Volume
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Time Resynchronize

Snapshot Volume
from Original Volume

The traditional type of volume snapshot in VxVM is of the third-mirror break-off type. This
name comes from its implementation where a snapshot plex (or third mirror) is added to a
mirrored volume. The contents of the snapshot plex are then synchronized from the
original plexes of the volume. When this synchronization is complete, the snapshot plex
can be detached as a snapshot volume for use in backup or decision support applications.
At a later time, the snapshot plex can be reattached to the original volume, requiring a full
resynchronization of the snapshot plex’s contents.

For more information about this type of snapshot, see “Third-Mirror Break-Off
Snapshots” on page 50.

The FastResync feature was introduced to track writes to the original volume. This
tracking means that only a partial, and therefore much faster, resynchronization is
required on reattaching the snapshot plex. In later releases, the snapshot model was
enhanced to allow snapshot volumes to contain more than a single plex, reattachment of a
subset of a snapshot volume’s plexes, and persistence of FastResync across system reboots
or cluster restarts.

For more information about FastResync, see “FastResync” on page 60.
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VxVM 4.0 introduces full-sized instant snapshots and space-optimized instant snapshots,
which offer advantages over traditional third-mirror snapshots such as immediate
availability and easier configuration and administration. You can also use a third-mirror
break-off usage model with full-sized snapshots, where this is necessary for
write-intensive applications.

For more information, see the following sections:

¢ “Full-Sized Instant Snapshots” on page 52.

¢ “Space-Optimized Instant Snapshots” on page 53.

¢ “Emulation of Third-Mirror Break-Off Snapshots” on page 55.

The next section, “Comparison of Snapshot Features” on page 48, compares the features
that are supported by the three different types of snapshot.

For more information about taking snapshots of a volume, see “Administering Volume
Snapshots” on page 285, and the vxsnap(1M) and vxassist(1M) manual pages.

Comparison of Snapshot Features

The table, “Comparison of Snapshot Features for Supported Snapshot Types” on page 49,
compares the features of the various types of snapshots that are supported in VxVM.

Full-sized instant snapshots are easier to configure and offer more flexibility of use than
do traditional third-mirror break-off snapshots. For preference, new volumes should be
configured to use snapshots that have been created using the vxsnap command rather
than using the vxassist command. Legacy volumes can also be reconfigured to use
vxsnap snapshots, but this requires rewriting of administration scripts that assume the
vxassist snapshot model.

If storage space is at a premium, space-optimized instant snapshots can be configured
with some reduction of supported functionality. For example, space-optimized snapshots
cannot be turned into independent volumes, nor can they be moved into a separate disk
group for off-host processing.
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Comparison of Snapshot Features for Supported Snapshot Types

Snapshot Feature Third-Mirror Break-Off
(vxassist or vxsnap)

Full-Sized Instant
(vxsnap)

Space-Optimized
Instant (vxsnap)

Immediately available No
for use on creation

Requires less storage No
space than original
volume

Can be reattached to Yes
original volume

Can be used to restore Yes!
contents of original
volume

Can quickly be No
refreshed without being
reattached

Snapshot hierarchy can No
be split

Can be moved into Yes
separate disk group
from original volume

Can be turned intoan  Yes
independent volume

FastResync ability Yes*
persists across system
reboots or cluster

restarts

Synchronization can be No
controlled

Yes

Yes

Yes!

Yes

Yes?

Yes?

Yes?

Yes

Yes

Yes

Yes

Yes?

Yes

Yes

No

1 If vxsnap is used, the snapshot can be selectively removed following restoration of the original volume.

2 Restoration does not remove the snapshot.

3 Synchronization of the snapshot volume must be complete.

4 Persistent FastResync must have been enabled.
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Third-Mirror Break-Off Snapshots

The traditional third-mirror break-off volume snapshot model that is supported by the
vxassist command is shown in “Third-Mirror Snapshot Creation and Usage.” This
figure also shows the transitions that are supported by the snapback and snapclear
commands to vxassist.

Third-Mirror Snapshot Creation and Usage

START vxassist snapstart

vxassist snapshot

Original
Original . volume 0
volume . )’ .
a| Snapshot | 4 Backup: Snapshot
Refresh on mirror .~ Cycle v volume
snapback N
vxassist snapback
Back o to disk,
tape or other
media, or use to
create replica
database or file
system.
Independent vxassist snapclear
volume

The vxassist snapstart command creates a mirror to be used for the snapshot, and
attaches it to the volume as a snapshot mirror. (The vxassist snapabort command can
be used to cancel this operation and remove the snapshot mirror.)

Note As is usual when creating a mirror, the process of copying the volume’s contents to
the new snapshot plexes can take some time to complete. For methods of making
snapshot plexes immediately available, see “Full-Sized Instant Snapshots” on
page 52 and “Space-Optimized Instant Snapshots” on page 53.

When the attachment is complete, the vxassist snapshot command is used to create a
new snapshot volume by taking one or more snapshot mirrors to use as its data plexes.
The snapshot volume contains a copy of the original volume’s data at the time that you
took the snapshot. If more than one snapshot mirror is used, the snapshot volume is itself
mirrored.
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The command, vxassist snapback, can be used to return snapshot plexes to the
original volume from which they were snapped, and to resynchronize the data in the
snapshot mirrors from the data in the original volume. This enables you to refresh the
data in a snapshot after each time that you use it to make a backup. You can also use a
variation of the same command to restore the contents of the original volume from a
snapshot that you took at an earlier point in time. See “Restoring the Original Volume
from a Snapshot” on page 68 for more information.

As described in “FastResync” on page 60, you can use the FastResync feature of VxVM to
minimize the time needed to resynchronize the data in the snapshot mirror. If FastResync
is not enabled, a full resynchronization of the data is required.

Finally, you can use the vxassist snapclear command to break the association
between the original volume and the snapshot volume. The snapshot volume then has an
existence that is independent of the original volume. This is useful for applications that do
not require the snapshot to be resynchronized with the original volume.

Note The use of the vxassist command to administer traditional (third-mirror
break-off) snapshots is not supported for volumes that are prepared for instant
snapshot creation. Instead, the vxsnap command may be used as described in the
following section.

See “Creating Traditional Third-Mirror Break-Off Snapshots” on page 308 for details of
the procedures for creating and using this type of snapshot.
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Full-Sized Instant Snapshots

Full-sized instant snapshots are a variation on the third-mirror volume snapshot model
that make a snapshot volume available for access as soon as the snapshot plexes have
been created. The full-sized instant volume snapshot model is illustrated in “Full-Sized
Instant Snapshot Creation and Usage in a Backup Cycle.”

Full-Sized Instant Snapshot Creation and Usage in a Backup Cycle

START

vxsnap make vxsnap refresh
vxsnap prepare /_\
Original Snapshot A Backup
volume volume . Cycle v
\ 7 . .
/
~ ~

—_—

vxsnap reattach )
Back up to disk, tape or other

media. The snapshot volume
can also be used to create a
replica database or file system
when synchronization is

. complete.
vxsnap dis P
or

vxsnap split

Independent
volume

To create an instant snapshot, you use the vxsnap make command. This command can
either be applied to a suitably prepared empty volume that is to be used as the snapshot
volume, or it can be used break off one or more synchronized plexes from the original
volume (which is similar to the way that the vxassist command creates its snapshots).

Unlike a third-mirror break-off snapshot created using the vxassist command, you can
make a backup of a full-sized instant snapshot, instantly refresh its contents from the
original volume, or attach its plexes to the original volume, without needing to
completely synchronize the snapshot plexes from the original volume.

VXVM uses a copy-on-write mechanism to ensure that the snapshot volume preserves the
contents of the original volume at the time that the snapshot is taken. Any time that the
original contents of the volume are about to be overwritten, the original data in the
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volume is preserved on the snapshot volume before the write proceeds. As time goes by,
and the contents of the volume are updated, its original contents are gradually relocated
to the snapshot volume.

If desired, you can additionally select to perform either a background (non-blocking) or
foreground (blocking) synchronization of the snapshot volume. This is useful if you
intend to move the snapshot volume into a separate disk group for off-host processing, or
you want to use the vxsnap dis or vxsnap split commands to turn the snapshot
volume into an independent volume.

The vxsnap refresh command allows you to update the data in a snapshot each time
that you make a backup.

The command, vxsnap reattach, can be used to attach snapshot plexes to the original
volume, and to resynchronize the data in these plexes from the original volume.
Alternatively, you can use the vxsnap restore command to restore the contents of the
original volume from a snapshot that you took at an earlier point in time. You can also
choose whether or not the snapshot volume still exists after restoration of the original
volume is complete. See “Restoring the Original Volume from a Snapshot” on page 68 for
more information.

By default, the FastResync feature of VxVM is used to minimize the time needed to
resynchronize the data in the snapshot mirror. If FastResync is not enabled, a full
resynchronization of the data is required. For details, see “FastResync” on page 60.

See “Creating Instant Snapshots” on page 286 for details of the procedures for creating
and using this type of snapshot.

For information about how to prepare an empty volume for use by full-sized instant
snapshots, see “Creating a Volume for Use as a Full-Sized Instant Snapshot” on page 302.

Space-Optimized Instant Snapshots

Volume snapshots, such as those described in “Volume Snapshots” on page 46 and
“Full-Sized Instant Snapshots” on page 52, require the creation of a complete copy of the
original volume, and use as much storage space as the original volume.

Instead of requiring a complete copy of the original volume’s storage space,
space-optimized instant snapshots use a storage cache. The size of this cache may be
configured when the snapshot is created.

Note A storage cache may be named and shared among several volumes in the same disk
group. If so, the size of the cache that is declared must be the same for each
volume’s space-optimized snapshot. You may find it convenient to configure a
single storage cache in a disk group that can be shared by all the volumes in that
disk group. See “Creating a Shared Cache Object” on page 304 for details.
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When the original volume is written to, VxVM preserves the original data contents in the
cache before the write is committed. As the storage cache can be configured to require
much less storage than the original volume, it is referred to as being space-optimized. If the
cache becomes too full, you can configure VxVM to grow the size of the cache
automatically using any available free space in the disk group.

The instant space-optimized snapshot model is illustrated in “Understanding VERITAS
Volume Manager.”

Space-Optimized Instant Snapshot Creation and Usage in a Backup Cycle

START

vxshap make vxshap refresh
vxsnap prepare /\
Original Snapshot A Backup
volume volume . Cycle

Back up to disk, tape or other
media.

As for instant snapshots, space-optimized snapshots use a copy-on-write mechanism to
make them immediately available for use when they are first created, or when their data is
refreshed. Unlike instant snapshots, however, you cannot enable synchronization on
space-optimized snapshots, reattach them to their original volume, or turn them into
independent volumes.

See “Creating Instant Snapshots” on page 286 for details of the procedures for creating
and using this type of snapshot.

For information about how to set up a cache for use by space-optimized instant snapshots,
see “Creating a Shared Cache Object” on page 304.
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Emulation of Third-Mirror Break-Off Snapshots

Third-mirror break-off snapshots are suitable for write-intensive volumes (such as for
database redo logs) where the copy-on-write mechanism of space-optimized or full-sized
instant snapshots might degrade the performance of the volume.

If you use the vxsnap prepare command to enable a volume for use with instant and
space-optimized snapshots, you cannot use the vxassist snapshot commands to
administer snapshots that you create for the volume. If you require snapshots that behave
as third-mirror break-off snapshots (that is, they must be fully synchronized before they
can be used), there are three ways to achieve this:

¢ Use the vxsnap addmir command to create and attach one or more snapshot mirrors
to the volume. When the plexes have been synchronized and are in the SNAPDONE
state, the vxsnap make command can then be used with the nmirror attribute to
create the snapshot volume. This is similar to using the vxassist snapstart and
vxassist snapshot commands that are described in “Third-Mirror Break-Off
Snapshots” on page 50.

¢ Use the vxsnap make command with the plex attribute to use one or more existing
plexes of a volume as snapshot plexes. The volume must have a sufficiently number
of available plexes that are in the ACTIVE state.

Note The volume must be a non-layered volume with amirror ormirror-stripe
layout, or a RAID-5 volume that you have converted to a special layered
volume (see “Using a DCO and DCO Volume with a RAID-5 Volume” on
page 261) and then mirrored.

The plexes in a volume with a stripe-mirror layout are mirrored at the
sub-volume level, and cannot be broken off.

¢ Use the vxsnap make command with the sync=yes and type=full attributes
specified to create the snapshot volume, and then use the vxsnap syncwait
command to wait for synchronization of the snapshot volume to complete.

See “Creating Instant Snapshots” on page 286 for details of the procedures for creating
and using this type of snapshot.

For information about how to add snapshot mirrors to a volume, see “Adding Snapshot
Mirrors to a Volume” on page 295.
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Cascaded Snapshots

A snapshot hierarchy known as a snapshot cascade can improve write performance for
some applications. Instead of having several independent snapshots of the volume, it is
more efficient to make the older snapshots children of the latest snapshot as shown in
“Snapshot Cascade.”

Snapshot Cascade

Most recent Oldest

/‘\ shapshot /‘\ _-~ 777~ snapshot

Original Snapshot Snapshot Snapshot
volume volume volume volume
\Y Sn Sn-1 S1

A snapshot may be added to a cascade by specifying the infrontof attribute to the
vxsnap make command when the second and subsequent snapshots in the cascade are
created. Changes to blocks in the original volume are only written to the most recently
created snapshot volume in the cascade. If an attempt is made to read data from an older
snapshot that does not exist in that snapshot, it is obtained by searching recursively up the
hierarchy of more recent snapshots.

A snapshot cascade is most likely to be used for regular online backup of a volume where
space-optimized snapshots are written to disk but not to tape.

A snapshot cascade improves write performance over the alternative of several
independent snapshots, and also requires less disk space if the snapshots are
space-optimized. Only the latest snapshot needs to be updated when the original volume
is updated. If and when required, the older snapshots can obtain the changed data from
the most recent snapshot.

The following points determine whether it is appropriate for an application to use a
snapshot cascade:

¢ Deletion of a snapshot in the cascade takes time to copy the snapshot’s data to the
next snapshot in the cascade.

¢ The reliability of a snapshot in the cascade depends on all the newer snapshots in the
chain. Thus the oldest snapshot in the cascade is the most vulnerable.

¢ Reading from a snapshot in the cascade may require data to be fetched from one or
more other snapshots in the cascade.
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For these reasons, it is recommended that you do not attempt to use a snapshot cascade
with applications that need to remove or split snapshots from the cascade. In such cases, it
may be more appropriate to create a snapshot of a snapshot as described in the following
section.

See “Adding a Snapshot to a Cascaded Snapshot Hierarchy” on page 296 for an example
of the use of the infrontoff attribute.

Note Only unsynchronized full-sized or space-optimized instant snapshots are usually
cascaded. It is of little utility to create cascaded snapshots if the infrontof
snapshot volume is fully synchronized (as, for example, with break-off type
snapshots).

Creating a Snapshot of a Snapshot

For some applications, it may be desirable to create a snapshot of an existing snapshot as
illustrated in “Creating a Snapshot of a Snapshot.”

Creating a Snapshot of a Snapshot

vxsnap make source=V vxsnap make source=S1
Original Snapshot Snapshot
volume volume volume
V Si S2

Even though the arrangement of the snapshots in this figure appears similar to the
snapshot hierarchy shown in “Snapshot Cascade” on page 56, the relationship between
the snapshots is not recursive. When reading from the snapshot S2, data is obtained
directly from the original volume, V, if it does not exist in S2 itself.

Such an arrangement may be useful if the snapshot volume, S1, is critical to the operation.
For example, S1 could be used as a stable copy of the original volume, V. The additional
snapshot volume, S2, can be used to restore the original volume if that volume becomes
corrupted. For a database, you might need to replay a redo log on S2 before you could use
it to restore V. These steps are illustrated in “Using a Snapshot of a Snapshot to Restore a
Database” on page 58.
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Using a Snapshot of a Snapshot to Restore a Database

1. Create instant snapshot S1 of volume V
vxsnap make source=V

/N

Original Snapshot
volume volume of V:
\Y S1

2. Create instant snapshot S2 of snapshot S1
vxsnap make source=S1

/N

Original Snapshot Snapshot
volume volume of V: volume of S1:
\" S1 S2

3. After contents of volume V have gone bad, apply the database redo logs to snapshot S2

Apply redo logs

Original Snapshot Snapshot
volume volume of V: volume of S1:
Vv S1 S2

4. Restore contents volume V instantly from snapshot S2 and retain S1 as a stable copy

vxsnap restore V source=S2

~

Original Snapshot Snapshot
volume volume of V: volume of S1:
Vv S1 S2
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If you have configured snapshots in this way, you may wish to make one or more of the
snapshots into independent volumes. There are two vxsnap commands that you can use
to do this:

*

vxsnap dis dissociates a snapshot volume and turns it into an independent volume.
The volume to be dissociated must have been fully synchronized from its parent. If a
snapshot volume has a child snapshot volume, the child must also have been fully
synchronized. If the command succeeds, the child snapshot becomes a snapshot of the
original volume. “Dissociating a Snapshot Volume” on page 59 illustrates the effect of
applying this command to snapshots with and without dependent snapshots.

Dissociating a Snapshot Volume

vxsnap dis is applied to snapshot S2, which has no snapshots of its own

Original
volume
Vv

Original
volume
\

Snapshot
volume of V:

S1

Snapshot
volume of V:

S1

S1 remains owned by V

Snapshot
volume of S1:
S2

vxsnap dis S2 @

Volume
S2

S2 is independent

vxsnap dis is applied to snapshot S1, which has one snapshot S2

Original
volume
\

Original
volume
Vv

Snapshot
volume of V:
Si

vxsnap dis S1

Volume
S1

S1is independent

Snapshot
volume of S1:
S2

Snapshot
volume of V:
S2

S2 is adopted by V
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¢ vxsnap split dissociates a snapshot and its dependent snapshots from its parent
volume. The snapshot volume that is to be split must have been fully synchronized
from its parent volume. This operation is illustrated in “Splitting Snapshots.”

Splitting Snapshots

Original Snapshot Snapshot
volume volume of V: volume of S1:
Vv S1 S2
@ vxsnap split S1
Original Volume Snapshot
volume S1 volume of S1:
\Y S2

S2 continues to be a
snapshot of S1

S1 is independent

FastResync

Note You need a VERITAS FlashSnap™ license to use this feature.

The FastResync feature (previously called Fast Mirror Resynchronization or FMR)
performs quick and efficient resynchronization of stale mirrors (a mirror that is not
synchronized). This increases the efficiency of the VxVM snapshot mechanism, and
improves the performance of operations such as backup and decision support
applications. Typically, these operations require that the volume is quiescent, and that
they are not impeded by updates to the volume by other activities on the system. To
achieve these goals, the snapshot mechanism in VxVM creates an exact copy of a primary
volume at an instant in time. After a snapshot is taken, it can be accessed independently of
the volume from which it was taken. In a clustered VxVM environment with shared
access to storage, it is possible to eliminate the resource contention and performance
overhead of using a snapshot simply by accessing it from a different node.

For details of how to enable FastResync on a per-volume basis, see “Enabling FastResync
on a Volume” on page 276.

VERITAS Volume Manager Administrator’s Guide



FastResync

FastResync Enhancements

FastResync provides two fundamental enhancements to VxVM:

¢ FastResync optimizes mirror resynchronization by keeping track of updates to stored
data that have been missed by a mirror. (A mirror may be unavailable because it has
been detached from its volume, either automatically by VxVM as the result of an error,
or directly by an administrator using a utility such as vxplex or vxassist. A
returning mirror is a mirror that was previously detached and is in the process of being
re-attached to its original volume as the result of the vxrecover or vxplex att
operation.) When a mirror returns to service, only the updates that it has missed need
to be re-applied to resynchronize it. This requires much less effort than the traditional
method of copying all the stored data to the returning mirror.

Once FastResync has been enabled on a volume, it does not alter how you administer
mirrors. The only visible effect is that repair operations conclude more quickly.

¢ FastResync allows you to refresh and re-use snapshots rather than discard them. You
can quickly re-associate (snapback) snapshot plexes with their original volumes. This
reduces the system overhead required to perform cyclical operations such as backups
that rely on the snapshot functionality of VxVM.

Non-Persistent FastResync

Non-Persistent FastResync allocates its change maps in memory. If Non-Persistent
FastResync is enabled, a separate FastResync map is kept for the original volume and for
each snapshot volume. Unlike a dirty region log (DRL), they do not reside on disk nor in
persistent store. This has the advantage that updates to the FastResync map have little
impact on I/O performance, as no disk updates needed to be performed. However, if a
system is rebooted, the information in the map is lost, so a full resynchronization is
required on snapback. This limitation can be overcome for volumes in cluster-shareable
disk groups, provided that at least one of the nodes in the cluster remained running to
preserve the FastResync map in its memory. However, a node crash in a High Availability
(HA) environment requires the full resynchronization of a mirror when it is reattached to
its parent volume.

How Non-Persistent FastResync Works with Snapshots

The snapshot feature of VXVM takes advantage of FastResync change tracking to record
updates to the original volume after a snapshot plex is created. After a snapshot is taken,
the snapback option is used to reattach the snapshot plex. Provided that FastResync is
enabled on a volume before the snapshot is taken, and that it is not disabled at any time
before the snapshot is reattached, the changes that FastResync records are used to
resynchronize the volume during the snapback. This considerably reduces the time
needed to resynchronize the volume.

Chapter 1, Understanding VERITAS Volume Manager 61 ¥



FastResync

Non-Persistent FastResync uses a map in memory to implement change tracking. Each bit
in the map represents a contiguous number of blocks in a volume’s address space. The
default size of the map is 4 blocks. The kernel tunable vol_fmr_logsz can be used to
limit the maximum size in blocks of the map as described on “vol_fmr_logsz” on

page 423.

Persistent FastResync

Unlike Non-Persistent FastResync, Persistent FastResync keeps the FastResync maps on
disk so that they can survive system reboots, system crashes and cluster crashes.
Persistent FastResync can also track the association between volumes and their snapshot
volumes after they are moved into different disk groups. When the disk groups are
rejoined, this allows the snapshot plexes to be quickly resynchronized. This ability is not
supported by Non-Persistent FastResync. See “Reorganizing the Contents of Disk
Groups” on page 178 for details.

If Persistent FastResync is enabled on a volume or on a snapshot volume, a data change
object (DCO) and a DCO volume are associated with the volume.

DCO Volume Versioning

The internal layout of the DCO volume changed in VxVM 4.0 to support new features
such as full-sized and space-optimized instant snapshots. Because the DCO volume
layout is versioned, VxVM software continues to support the version 0 layout for legacy
volumes. However, you must configure a volume to have a version 20 DCO volume if you
want to take instant snapshots of the volume. Future releases of VERITAS Volume
Manager may introduce new versions of the DCO volume layout.

See “Determining the DCO Version Number” on page 262 for a description of how to find
out the version number of a DCO that is associated with a volume.

Version 0 DCO Volume Layout

In VxVM releases 3.2 and 3.5, the DCO object only managed information about the
FastResync maps. These maps track writes to the original volume and to each of up to 32
snapshot volumes since the last snapshot operation. Each plex of the DCO volume on
disk holds 33 maps, each of which is 4 blocks in size by default.

Persistent FastResync uses the maps in a version 0 DCO volume on disk to implement
change tracking. As for Non-Persistent FastResync, each bit in the map represents a region
(a contiguous number of blocks) in a volume’s address space. The size of each map can be
changed by specifying the dcolen attribute to the vxassist command when the
volume is created. The default value of dcolen is 132 512-byte blocks (the plex contains
33 maps, each of length 4 blocks). To use a larger map size, multiply the desired map size
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by 33 to calculate the value of dcolen that you need to specify. For example, to use an
8-block map, you would specify dcolen=264. The maximum possible map size is 64
blocks, which corresponds to a dcolen value of 2112 blocks.

Note The size of a DCO plex is rounded up to the nearest integer multiple of the disk
group alignment value. The alignment value is 8KB for disk groups that support the
Cross-platform Data Sharing (CDS) feature. Otherwise, the alignment value is 1
block.

Only traditional (third-mirror) volume snapshots that are administered using the
vxassist command are supported for the version 0 DCO volume layout.
Full-sized and space-optimized instant snapshots are not supported.

Version 20 DCO Volume Layout

In VxVM 4.0, the DCO object is used not only to manage the FastResync maps, but also to
manage DRL recovery maps (see “Dirty Region Logging (DRL)” on page 43) and special
maps called copymaps that allow instant snapshot operations to resume correctly following
a system crash.

Each bit in a map represents a region (a contiguous number of blocks) in a volume’s
address space. A region represents the smallest portion of a volume for which changes are
recorded in a map. A write to a single byte of storage anywhere within a region is treated
in the same way as a write to the entire region.

The layout of a version 20 DCO volume includes an accumulator that stores the DRL map
and a per-region state map for the volume, plus 32 per-volume maps (by default)
including a DRL recovery map, and a map for tracking detaches that are initiated by the
kernel due to I/O error. The remaining 30 per-volume maps (by default) are used either
for tracking writes to snapshots, or as copymaps. The size of the DCO volume is
determined by the size of the regions that are tracked, and by the number of per-volume
maps. Both the region size and the number of per-volume maps in a DCO volume may be
configured when a volume is prepared for use with snapshots. The region size must be a
power of 2 and be greater than or equal to 16KB.

As the accumulator is approximately 3 times the size of a per-volume map, the size of
each plex in the DCO volume can be estimated from this formula:

DCO_plex_size = ( 3 + number_of per-volume_maps ) * map_size
where the size of each map in bytes is:
map_size = 512 + ( volume size / ( region_size * 8 ))

rounded up to the nearest multiple of 8KB. Note that each map includes a 512-byte
header.
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For the default number of 32 per-volume maps and region size of 64KB, a 10GB volume
requires a map size of 24KB, and so each plex in the DCO volume requires 840KB of
storage.

Note Full-sized and space-optimized instant snapshots, which are administered using the
vxsnap command, are supported for a version 20 DCO volume layout. The use of
the vxassist command to administer traditional (third-mirror break-off)
snapshots is not supported for a version 20 DCO volume layout.

How Persistent FastResync Works with Snapshots

Persistent FastResync uses a map in a DCO volume on disk to implement change tracking.
As for Non-Persistent FastResync, each bit in the map represents a contiguous number of
blocks in a volume’s address space.

“Mirrored Volume with Persistent FastResync Enabled” on page 64 shows an example of a
mirrored volume with two plexes on which Persistent FastResync is enabled. Associated
with the volume are a DCO object and a DCO volume with two plexes.

Mirrored Volume with Persistent FastResync Enabled

Mirrored Volume

Data Plex| [Data Plex Data Change Object

DCO DCO
Plex Plex
DCO Volume

To create a traditional third-mirror snapshot or an instant (copy-on-write) snapshot, the
vxassist snapstart or vxsnap make operation respectively is performed on the
volume. This sets up a snapshot plex in the volume and associates a disabled DCO plex
with it, as shown in “Mirrored Volume After Completion of a snapstart Operation” on
page 65.
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Mirrored Volume After Completion of a snapstart Operation

Mirrored Volume

Data Plex| |Data Plex Sn%’?g; ot Data Change Object
Disabled DCO DCO
Plex Plex Plex
DCO Volume

Multiple snapshot plexes and associated DCO plexes may be created in the volume by
re-running the vxassist snapstart command for traditional snapshots, or the vxsnap
make command for space-optimized snapshots. You can create up to a total of 32 plexes
(data and log) in a volume.

Note Space-optimized instant snapshots do not require additional full-sized plexes to be
created. Instead, they use a storage cache that typically requires only 10% of the
storage that is required by full-sized snapshots. There is a trade-off in functionality
in using space-optimized snapshots as described in “Comparison of Snapshot
Features” on page 48. The storage cache is formed within a cache volume, and this
volume is associated with a cache object. For convenience of operation, this cache
can be shared by all the instant space-optimized snapshots within a disk group.

A traditional snapshot volume is created from a snapshot plex by running the vxassist
snapshot operation on the volume. For instant snapshots, however, the vxsnap make
command makes an instant snapshot volume immediately available for use. There is no
need to run an additional command.

As illustrated in “Mirrored Volume and Snapshot Volume After Completion of a snapshot
Operation” on page 67, creation of the snapshot volume also sets up a DCO object and a
DCO volume for the snapshot volume. This DCO volume contains the single DCO plex
that was associated with the snapshot plex. If two snapshot plexes were taken to form the
snapshot volume, the DCO volume would contain two plexes. For instant
space-optimized snapshots, the DCO object and DCO volume are associated with a
snapshot volume that is created on a cache object and not on a VM disk.
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Associated with both the original volume and the snapshot volume are snap objects. The
snap object for the original volume points to the snapshot volume, and the snap object for
the snapshot volume points to the original volume. This allows VxVM to track the
relationship between volumes and their snapshots even if they are moved into different
disk groups.

The snap objects in the original volume and snapshot volume are automatically deleted in
the following circumstances:

*

For traditional snapshots, the vxassist snapback operation is run to return all of
the plexes of the snapshot volume to the original volume.

For traditional snapshots, the vxassist snapclear operation is run on a volume to
break the association between the original volume and the snapshot volume. If the
volumes are in different disk groups, the command must be run separately on each
volume.

For full-sized instant snapshots, the vxsnap reattach operation is run to return all
of the plexes of the snapshot volume to the original volume.

For full-sized instant snapshots, the vxsnap dis or vxsnap split operations are
run on a volume to break the association between the original volume and the
snapshot volume. If the volumes are in different disk groups, the command must be
run separately on each volume.

Note The vxsnap reattach, dis and split operations are not supported for instant

space-optimized snapshots.

See “Administering Volume Snapshots” on page 285, and the vxsnap(1M) and
vxassist(1M) manual pages for more information.
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Mirrored Volume and Snapshot Volume After Completion of a snapshot Operation

Snap Object

Mirrored Volume

Data Change Object

Data Plex| |Data Plex

\ DCO DCO ,
\ Log Plex | | Log Plex .
\
AN
~ DCO Volume
~
~ ~
Snapshot Volume RN
¢ - - - - - - -7 A\
Data Plex Data Change Object Snap Object

DCO
Log Plex

DCO Volume

Creating Multiple Snapshots

To make it easier to create snapshots of several volumes at the same time, both the
vxsnap make and vxassist snapshot commands accept more than one volume name
as their argument.

For traditional snapshots, you can create snapshots of all the volumes in a single disk
group by specifying the option -0 allvols. to the vxassist snapshot command.

By default, each replica volume is named SNAPnumber-volume, where number is a
unique serial number, and volume is the name of the volume for which a snapshot is
being taken. This default can be overridden by using the option -o name=pattern, as
described on the vxsnap(1M) and vxassist(1M) manual pages.
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It is also possible to take several snapshots of the same volume. A new FastResync change
map is produced for each snapshot taken to minimize the resynchronization time for each
snapshot.

Restoring the Original Volume from a Snapshot

For traditional snapshots, the snapshot plex is resynchronized from the data in the
original volume during a vxassist snapback operation. Alternatively, you can choose
the snapshot plex as the preferred copy of the data when performing a snapback as
illustrated in “Resynchronizing an Original Volume from a Snapshot.” Specifying the
option -o resyncfromreplica to vxassist resynchronizes the original volume from
the data in the snapshot.

Resynchronizing an Original Volume from a Snapshot

Refresh on
shapback Original snapshot
, %]  volume

Snapshot Snapshot
mirror volume

-o resyncfromreplica snapback

Note The original volume must not be in use during a snapback operation that specifies
the option -o resyncfromreplica to resynchronize the volume from a snapshot.
Stop any application, such as a database, and unmount any file systems that are
configured to use the volume.

For instant snapshots, the vxsnap restore command may be used to restore the
contents of the original volume from an instant snapshot or from a volume derived from
an instant snapshot. The volume that is used to restore the original volume can either be a
true backup of the contents of the original volume at some point in time, or it may have
been modified in some way (for example, by applying a database log replay or by running
a file system checking utility such as £sck) to create a synthetic replica. All synchronization
of the contents of this backup or synthetic replica volume must have been completed
before the original volume can be restored from it. The original volume is immediately
available for use while its contents are being restored.
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Note You can perform either a destructive or non-destructive restoration of an original
volume from an instant snapshot. Only non-destructive restoration is possible from
a space-optimized snapshot. In this case, the snapshot remains in existence after the
restoration is complete.

Effect of Growing a Volume on the FastResync Map

It is possible to grow the replica volume, or the original volume, and still use FastResync.
According to the DCO volume layout, growing the volume has different effects on the
map that FastResync uses to track changes to the original volume:

¢ For a version 20 DCO volume, the size of the map is increased and the size of the
region that is tracked by each bit in the map stays the same.

¢ For a version 0 DCO volume, the size of the map remains the same and the region size
is increased.

In either case, the part of the map that corresponds to the grown area of the volume is
marked as “dirty” so that this area is resynchronized. The snapback operation fails if it
attempts to create an incomplete snapshot plex. In such cases, you must grow the replica
volume, or the original volume, before invoking any of the commands vxsnap
reattach, vxsnap restore, or vxassist snapback. Growing the two volumes
separately can lead to a snapshot that shares physical disks with another mirror in the
volume. To prevent this, grow the volume after the snapback command is complete.

FastResync Limitations

The following limitations apply to FastResync:

¢ DPersistent FastResync is supported for RAID-5 volumes, but this prevents the use of
the relayout or resize operations on the volume while a DCO is associated with it.

¢ Neither Non-Persistent nor Persistent FastResync can be used to resynchronize
mirrors after a system crash. Dirty region logging (DRL), which can coexist with
FastResync, should be used for this purpose. In VXVM 4.0, DRL logs may be stored in
a version 20 DCO volume.

¢ When a subdisk is relocated, the entire plex is marked “dirty” and a full
resynchronization becomes necessary.

¢ If a snapshot volume is split off into another disk group, Non-Persistent FastResync
cannot be used to resynchronize the snapshot plexes with the original volume when
the disk group is rejoined with the original volume’s disk group. Persistent
FastResync must be used for this purpose.
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¢ If you move or split an original volume (on which Persistent FastResync is enabled)
into another disk group, and then move or join it to a snapshot volume’s disk group,
you cannot use vxassist snapback to resynchronize traditional snapshot plexes
with the original volume. This restriction arises because a snapshot volume references
the original volume by its record ID at the time that the snapshot volume was created.
Moving the original volume to a different disk group changes the volume’s record ID,
and so breaks the association. However, in such a case, you can use the vxplex
snapback command with the - £ (force) option to perform the snapback.

Note This restriction only applies to traditional snapshots. It does not apply to instant
snapshots.

¢ Any operation that changes the layout of a replica volume can mark the FastResync
change map for that snapshot “dirty” and require a full resynchronization during
snapback. Operations that cause this include subdisk split, subdisk move, and online
relayout of the replica. It is safe to perform these operations after the snapshot is
completed. For more information, see the vxvol (1M), vxassist (IM), and vxplex
(IM) manual pages.

Hot-Relocation

Note You need an full license to use this feature.

Hot-relocation is a feature that allows a system to react automatically to I/O failures on
redundant objects (mirrored or RAID-5 volumes) in VxVM and restore redundancy and
access to those objects. VxVM detects I/O failures on objects and relocates the affected
subdisks. The subdisks are relocated to disks designated as spare disks and/or free space
within the disk group. VxVM then reconstructs the objects that existed before the failure
and makes them accessible again.

When a partial disk failure occurs (that is, a failure affecting only some subdisks on a
disk), redundant data on the failed portion of the disk is relocated. Existing volumes on
the unaffected portions of the disk remain accessible. For further details, see
“Administering Hot-Relocation” on page 337.
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Volume Sets

Note You need a full license to use this feature.

Volume sets are an enhancement to VxVM that allow several volumes to be represented
by a single logical object. All I/O from and to the underlying volumes is directed via the
170 interfaces of the volume set. The volume set feature supports the multi-device
enhancement to VERITAS File System™ (VXFS). This feature allows file systems to make
best use of the different performance and availability characteristics of the underlying
volumes. For example, file system metadata could be stored on volumes with higher
redundancy, and user data on volumes with better performance.

For more information about creating and administering volume sets, see “Creating and
Administering Volume Sets” on page 321.

Configuring Volumes on SAN Storage

Storage Area Networks (SANs) provide a networking paradigm that provides easily
reconfigurable connectivity between any subset of computers, disk storage and
interconnecting hardware such as switches, hubs and bridges. A SAN can contain a huge
number of devices connected using either arbitrated or switched fabric. A SAN that has
thousands or tens of thousands of connected devices is difficult to administer using a
simple disk group model. VERITAS Command Central Storage software allows you to
configure storage groups and storage accounts. Using the CommandCentral Storage
software, you can allocate SAN storage more prudently and administer your complex
SAN environments more effectively.

The figure “Dividing a Storage Area Network into Storage Groups,” illustrates how you
might choose to set up storage groups within a SAN. In this example, the boundaries of
the storage groups are based on the performance characteristics of different makes of disk
array and on geographic location.
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Dividing a Storage Area Network into Storage Groups

Storage Area Network

Storage Groups
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Storage Groups

The vxassist utility in VERITAS Volume Manager understands storage groups that you
have defined using the CommandCentral Storage software. vxassist supports a simple
language that you can use to specify how disks are to be allocated from pre-defined
storage groups. This specification language defines the confinement and separation
criteria that vxassist applies to the available storage to choose disks for creating,
resizing or moving a volume.

The following steps outline how to use the CommandCentral Storage storage groups with
vxassist:

Use the CommandCentral Storage software to define one or more storage groups.

Note that zoning is not an issue as it is completely independent of storage group

creation.

Use the CommandCentral Storage software to attach attribute-value pairs to each

storage group’s property sheet. Typically, you would assign values for the following
attributes: location, storage group, and protection.

Use the vxshowspc command to discover the device names of disks that have a

specified set of attributes, or to list the attributes of specified disks. For more
information, see the vxspcshow(1M) manual page.

Use the vxdiskadm command or the VEA to configure the disks that you found in
the previous step into VxVM disk groups.
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5. Use vxassist to create volumes on disks that are selected by matching specified
criteria for the values of storage group attributes. The usual restriction applies that a
volume may only be created using disks from a single disk group. For more
information about specifying the selection criteria for storage group attributes, see the
vxassist(1M) manual page.

Note This feature of vxassist is designed to work in conjunction with SAL (SAN
Access Layer) in VERITAS CommandCentral Storage 4.0. When VxVM with
SAN-aware vxassist is installed on a host where SAL is also installed, it is
recommended that you create a user named root under SAL. This allows
vxassist to use the root login to contact the SAL daemon (sald) on the primary
SAL server without needing to specify the sal_username attribute to vxassist.
For more information, see the vxassist(1M) manual page.
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Administering Disks 2

This chapter describes the operations for managing disks used by the VERITAS Volume
Manager (VxVM). This includes placing disks under VxVM control, initializing disks,
encapsulating disks, mirroring the root disk, and removing and replacing disks.

Note Most VxVM commands require superuser or equivalent privileges.

For information about configuring and administering the Dynamic Multipathing (DMP)
feature of VxVM that is used with multiported disk arrays, see “Administering Dynamic
Multipathing (DMP)” on page 123.

Disk Devices

When performing disk administration, it is important to understand the difference
between a disk name and a device name.

When a disk is placed under VxVM control, a VM disk is assigned to it. You can define a
symbolic disk name (also known as a disk media name) to refer to a VM disk for the purposes
of administration. A disk name can be up to 31 characters long. If you do not assign a disk
name, it defaults to di skgroup## where diskgroup is the name of the disk group to which
disk is being added and ##1is a sequence number. Your system may use device names that
differ from those given in the examples.

The device name (sometimes referred to as devname or disk access name) defines the name of
a disk device as it is known to the operating system. Such devices are usually, but not
always, located in the /dev/ [r]dsk directories. Devices that are specific to hardware
from certain vendors may have different path names.

VXVM recreates disk devices, including those from the /dev/ [r]dsk directories, as
metadevices in the /dev/vx/ [r]dmp directories. The dynamic multipathing (DMP)
feature of VxVM uses these metadevices (or DMP nodes) to represent disks that can be
accessed by more than one physical path, usually via different controllers. The number of
access paths that are available depends on whether the disk is a single disk, or is part of a
multiported disk array that is connected to a system.
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You can use the vxdisk utility to display the paths subsumed by a metadevice, and to
display the status of each path (for example, whether it is enabled or disabled). For more
information, see “Administering Dynamic Multipathing (DMP)” on page 123.

Device names may also be remapped as enclosure-based names as described in the
following section.

Disk Device Naming in VxVM

Prior to VXVM 3.2, all disks were named according to the c#t#d#s# naming format used by
the operating system. Fabric mode disks were not supported by VxVM. From VxVM 3.2
onward, there are two different methods of naming disk devices:

& cit#d#s# Based Naming

¢ Enclosure Based Naming

Note Disk devices controlled by MPXIO are always in fabric mode (irrespective of their
hardware configuration), and are therefore named in the enclosure name format.
This is true for both naming schemes.

c#t#d#s# Based Naming

In this naming scheme, all disk devices except fabric mode disks are named using the
c#t#d#s# format.

The syntax of a device name is c#t #d#s#, where c# represents a controller on a host bus
adapter, t# is the target controller ID, d# identifies a disk on the target controller, and s#
represents a partition (or slice) on the disk.

Note The slice s2 represents the entire disk. The entire disk is also implied if the slice is
omitted from the device name.

The boot disk (which contains the root file system and is used when booting the system) is
often identified to VxVM by the device name c0t0do0.

Fabric mode disk devices are named as follows:

¢ Disk in supported disk arrays are named using the enclosure name_# format. For
example, disks in the supported disk array name FirstFloor are named
FirstFloor_0,FirstFloor_1,FirstFloor_2 and so on. (You can use the
vxdmpadm command to administer enclosure names.)

Disks in the DISKS category (JBOD disks) are named using the Disk_# format.

Disks in the OTHER_DISKS category (disks that are not multipathed by DMP) are
named using the fabric_# format
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Enclosure Based Naming
Enclosure-based naming operates as follows:

¢ Devices with very long device names (for example, Fibre Channel devices that
include worldwide name (WWN) identifiers) are always represented by
enclosure-based names.

+ All fabric or non-fabric disks in supported disk arrays are named using the
enclosure_name_# format. For example, disks in the supported disk array,
enggdept are named enggdept_0, enggdept_1, enggdept_2 and so on. (You can
use the vxdmpadm command to administer enclosure names. See “Administering
DMP Using vxdmpadm” on page 140 and the vxdmpadm(1M) manual page for more
information.)

¢ Disks in the DISKS category (JBOD disks) are named using the Disk_# format.

¢ Disks in the OTHER_DISKS category (disks that are not multipathed by DMP) are
named as follows:

¢ Non-fabric disks are named using the c#t#d#s# format.
¢ Fabric disks are named using the fabric_# format.

See “Changing the Disk-Naming Scheme” on page 86 for details of how to switch
between the two naming schemes.

To display the native OS device names of a VM disk (such as mydg01), use the following
command:

# vxdisk path | egrep diskname

For information on how to rename an enclosure, see “Renaming an Enclosure” on
page 151.

For a description of disk categories, see “Disk Categories” on page 81.

Private and Public Disk Regions
A VM disk usually has two regions:

private region A small area where configuration information is stored. A disk header
label, configuration records for VxVM objects (such as volumes, plexes
and subdisks), and an intent log for the configuration database are stored
here. The default private region size is 2048 blocks (1024 kilobytes), which
is large enough to record the details of about 4000 VxVM objects in a disk

group.
Under most circumstances, the default private region size should be

sufficient. For administrative purposes, it is usually much simpler to
create more disk groups that contain fewer volumes, or to split large disk
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public region

groups into several smaller ones (as described in “Splitting Disk Groups”
on page 188). If required, the value for the private region size may be
overridden at installation time by choosing the Custom Installation path,
or when you add or replace a disk using the vxdiskadm command.

Each disk that has a private region holds an entire copy of the
configuration database for the disk group. The size of the configuration
database for a disk group is limited by the size of the smallest copy of the
configuration database on any of its member disks.

An area that covers the remainder of the disk, and which is used for the
allocation of storage space to subdisks.

A disk’s type identifies how VxVM accesses a disk, and how it manages the disk’s private
and public regions. The following disk access types are used by VxVM:

sliced

simple

nopriv

auto

The public and private regions are on different disk partitions.

The public and private regions are on the same disk area (with the public
area following the private area).

There is no private region (only a public region for allocating subdisks).
This is the simplest disk type consisting only of space for allocating
subdisks. Such disks are most useful for defining special devices (such as
RAM disks, if supported) on which private region data would not persist
between reboots. They can also be used to encapsulate disks where there
is insufficient room for a private region. The disks cannot store
configuration and log copies, and they do not support the use of the
vxdisk addregion command to define reserved regions. VxVM cannot
track the movement of nopriv disks on a SCSI chain or between
controllers.

When the vxconfigd daemon is started, VxVM obtains a list of known
disk device addresses from the operating system and configures disk
access records for them automatically.

Auto-configured disks (with disk access type auto) support the following disk formats:

cdsdisk

simple

The disk is formatted as a Cross-Platform Data Sharing (CDS) disk that is
suitable for moving between different operating systems. This is the
default format for disks that are not used to boot the system.Typically,
most disks on a system are configured as this disk type. However, it is not
a suitable format for boot, root or swap disks, nor for mirrors or
hot-relocation spares of such disks.

The disk is formatted as a simple disk that can be converted to a CDS
disk.
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sliced The disk is formatted as a sliced disk. This format can be applied to disks
that are used to boot the system. The disk can be converted to a CDS disk
if it was not initialized for use as a boot disk.

See the vxcdsconvert(1M) manual page for information about the utility that you can
use to convert disks to the cdsdisk format.

By default, auto-configured disks are formatted as cdsdisk disks when they are
initialized for use with VxVM. You can change the default format by using the
vxdiskadm(1M) command to update the /etc/default/vxdisk defaults file as
described in “Displaying and Changing Default Disk Layout Attributes” on page 89. See
the vxdisk(1M) manual page for details of the usage of this file, and for more
information about disk types and their configuration.

VxVM initializes each new disk with the smallest possible number of partitions. For VM
disks of type sliced, VxVM usually configures partition s3 as the private region, s4 as
the public region, and s2 as the entire physical disk. An exception is an encapsulated root
disk, on which s3 is usually configured as the public region and s4 as the private region.

Discovering and Configuring Newly Added Disk Devices

The vxdiskconfig utility scans and configures new disk devices attached to the host,
disk devices that become online, or fibre channel devices that are zoned to host bus
adapters connected to this host. The command calls platform specific interfaces to
configure new disk devices and brings them under control of the operating system. It
scans for disks that were added since VxVM'’s configuration daemon was last started.
These disks are then dynamically configured and recognized by VxVM.

vxdiskconfig should be used whenever disks are physically connected to the host or
when fibre channel devices are zoned to the host.

vxdiskconfig calls vxdctl enable to rebuild volume device node directories and
update the DMP internal database to reflect the new state of the system.

You can also use the vxdisk scandisks command to scan devices in the operating
system device tree and to initiate dynamic reconfiguration of multipathed disks. See the
vxdisk(1M) manual page for more information.

Partial Device Discovery

The Dynamic Multipathing (DMP) feature of VxVM supports partial device discovery
where you can include or exclude sets of disks or disks attached to controllers from the
discovery process.
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The vxdisk scandisks command re-scans the devices in the OS device tree and triggers
a DMP reconfiguration. You can specify parameters to vxdisk scandisks to implement
partial device discovery. For example, this command makes VxVM discover newly added
devices that were unknown to it earlier:

# vxdisk scandisks new

The next example discovers fabric devices (that is, devices with the characteristic
DDI_NT_FABRIC property set on them):

# vxdisk scandisks fabric
The following command scans for the devices c1t1d0 and c2t2d0:
# vxdisk scandisks device=cltl1ld0,c2t240

Alternatively, you can specify a ! prefix character to indicate that you want to scan for all
devices except those that are listed:

# vxdisk scandisks !device=cltl1d0,c2t2d40

You can also scan for devices that are connected (or not connected) to a list of logical or
physical controllers. For example, this command discovers and configures all devices
except those that are connected to the specified logical controllers:

# vxdisk scandisks !ctlr=cl,c2

The next command discovers devices that are connected to the specified physical
controller:

# vxdisk scandisks pctlr=/pci@lf,4000/scsi@3/

Note The items in a list of physical controllers are separated by + characters.

You can use the command vxdmpadm getctlr all to obtain a list of physical
controllers.

You can specify only one selection argument to the vxdisk scandisks command.
Specifying multiple options results in an error.

For more information, see the vxdisk(1M) manual page.
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Discovering Disks and Dynamically Adding Disk Arrays

You can dynamically add support for a new type of disk array which has been developed
by a third-party vendor. The support comes in the form of vendor-supplied libraries, and
is added to a Solaris system by using the pkgadd command.

Disk Categories

Disk arrays that have been certified for use with VERITAS Volume Manager are
supported by an array support library (ASL), and are categorized by the vendor ID string
that is returned by the disks (for example, HITACHI and DGC).

Disks in JBODs for which DMP (see “Administering Dynamic Multipathing (DMP)” on
page 123) can be supported in Active/Active mode, and which are capable of being
multipathed, are placed in the DISKS category.

Disks in JBODs that do not fall into any supported category, and which are not capable of
being multipathed by DMP are placed in the OTHER_DISKS category.

Adding Support for a New Disk Array

The following example illustrates how to add support for a new disk array named
vrtsda to a Solaris system using a vendor-supplied package on a mounted CD-ROM:

# pkgadd -4 /cdrom/pkgdir vrtsda

The new disk array does not need to be already connected to the system when the
package is installed. If any of the disks in the new disk array are subsequently connected,
and if vxconfigd is running, vxconfigd immediately invokes the Device Discovery
function and includes the new disks in the VxVM device list.

Enabling Discovery of New Devices
To have VxVM discover a new disk array, use the following command:
# vxdctl enable

This command scans all of the disk devices and their attributes, updates the VxVM device
list, and reconfigures DMP with the new device database. There is no need to reboot the
host.

Note This command ensures that dynamic multipathing is set up correctly on the array.
Otherwise, VxVM treats the independent paths to the disks as separate devices,
which can result in data corruption.
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Removing Support for a Disk Array
To remove support for the vrtsda disk array, use the following command:
# pkgrm vrtsda

If the arrays remain physically connected to the host after support has been removed, they
are listed in the OTHER_DISKS category, and the volumes remain available.

Administering the Device Discovery Layer

Dynamic addition of disk arrays is possible because of the existence of the Device
Discovery Layer (DDL) which is a facility for discovering disks and their attributes that
are required for VxVM and DMP operations.

Administering the DDL is the role of the vxddladm utility which is an administrative
interface to the DDL. You can use vxddladm to perform the following tasks:

& List the types of arrays that are supported.

Add support for an array to DDL.

Remove support for an array from DDL.

List information about excluded disk arrays.

List disks that are supported in the DISKS (JBOD) category.

Add disks from different vendors to the DISKS category.

* 6 ¢ o o o

Remove disks from the DISKS category.

The following sections explain these tasks in more detail. For further information, see the
vxddladm(1M) manual page.

Listing Details of Supported Disk Arrays
To list all currently supported disk arrays, use the following command:

# vxddladm listsupport all

Note Use this command to obtain values for the vid and pid attributes that are used
with other forms of the vxddladm command.

To display more detailed information about a particular array library, use this form of the
command:

# vxddladm listsupport libname=libvxenc.so

VERITAS Volume Manager Administrator’s Guide



Discovering and Configuring Newly Added Disk Devices

This command displays the vendor ID (VID), product IDs (PIDs) for the arrays, array
types (for example, A/A or A/P), and array names. The following is sample output.

# vxddladm listsupport libname=libvxfujitsu.so

ATTR_NAME ATTR_VALUE
LIBNAME libvxfujitsu.so
VID vendor
PID GR710, GR720, GR730
GR740, GR820, GR840
ARRAY_TYPE A/A, A/P
ARRAY_NAME FJ_GR710, FJ_GR720, FJ_GR730

FJ_GR740, FJ_GR820, FJ_GR840

Excluding Support for a Disk Array Library

To exclude a particular array library from participating in device discovery, use the
following command:

# vxddladm excludearray libname=libvxenc.so

This example excludes support for a disk array that depends on the library
libvxenc. so. You can also exclude support for a disk array from a particular vendor, as
shown in this example:

# vxddladm excludearray vid=ACME pid=X1
The library that corresponds to this array is excluded from device discovery.

For more information about excluding disk array support, see the vxddladm (1M)
manual page.

Re-including Support for an Excluded Disk Array Library

If you have excluded support for a particular disk array library, you can use the
includearray keyword to remove the entry from the exclude list, as shown in the
following example:

# vxddladm includearray libname=libvxenc.so

This command adds the array library to the database so that the library can once again be
used in device discovery. If vxconfigd is running, you can use the vxdisk scandisks
command to discover the array and add its details to the database.
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Listing Excluded Disk Arrays

To list all disk arrays that are currently excluded from use by VxVM, use the following
command:

# vxddladm listexclude

Listing Supported Disks in the DISKS Category

To list disks that are supported in the DISKS (JBOD) category, use the following
command:

# vxddladm listjbod

Adding Unsupported Disk Arrays to the DISKS Category

To add FUJITSU, IBM or SEAGATE disks in an unsupported JBOD to the DISKS category,
use the vxddladm command with the addjbod keyword:

# vxddladm addjbod vid=vendor name
For example, to add support for Seagate disks, use the following command:
# vxddladm addjbod vid=SEAGATE

Having added support for the disks, use the vxdct1 enable command to bring the array
under VxVM control as described in “Enabling Discovery of New Devices” on page 81.

Removing Disks from the DISKS Category

To remove disks from the DISKS (JBOD) category, use the vxddladm command with the
rmjbod keyword. The following example illustrates the command for removing disks
supplied by the vendor, Seagate:

# vxddladm rmjbod vid=SEAGATE

Adding Foreign Devices

DDL cannot discover some devices that are controlled by third-party drivers, such as
EMC PowerPath and RAM disks. For these devices it may be preferable to use the
multipathing capability that is provided by the third-party drivers for some arrays rather
than using the Dynamic Multipathing (DMP) feature. Such foreign devices can be made
available as simple disks to VxVM by using the vxddladm addforeign command. This
also has the effect of bypassing DMP. The following example shows how to add entries
for block and character devices in the specified directories:

# vxddladm addforeign blockdir=/dev/foo/dsk chardir=/dev/foo/rdsk
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By default, this command suppresses any entries for matching devices in the
OS-maintained device tree that are found by the autodiscovery mechanism. You can
override this behavior by using the - f and -n options as described on the vxddladm(1M)
manual page.

After adding entries for the foreign devices, use either the vxdisk scandisks or the
vxdctl enable command to discover the devices as simple disks. These disks then
behave in the same way as autoconfigured disks.

Placing Disks Under VxVM Control

When you add a disk to a system that is running VxVM, you need to put the disk under
VxVM control so that VxVM can control the space allocation on the disk. Unless you
specify a disk group, VxVM places new disks in a default disk group according to the
rules given in “Rules for Determining the Default Disk Group” on page 157.

The method by which you place a disk under VxVM control depends on the
circumstances:

o If the disk is new, it must be initialized and placed under VxVM control. You can use
the menu-based vxdiskadm utility to do this.

Caution Initialization destroys existing data on disks.

o  If the disk is not needed immediately, it can be initialized (but not added to a disk
group) and reserved for future use. To do this, enter none when asked to name a disk
group. Do not confuse this type of “spare disk” with a hot-relocation spare disk.

& If the disk was previously initialized for future use by VxVM, it can be reinitialized
and placed under VxVM control.

o If the disk was previously in use, but not under VxVM control, you may wish to
preserve existing data on the disk while still letting VxVM take control of the disk.
This can be accomplished using encapsulation.

Note Encapsulation preserves existing data on disks.

¢ Multiple disks on one or more controllers can be placed under VxVM control
simultaneously. Depending on the circumstances, all of the disks may not be
processed the same way.

¢  When initializing or encapsulating multiple disks at once, it is possible to exclude
certain disks or controllers.
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To exclude disks, list the names of the disks to be excluded in the file
/etc/vx/disks.exclude before the initialization or encapsulation. The following
is an example of the contents of a disks.exclude file:

c0t1do

You can exclude all disks on specific controllers from initialization or encapsulation
by listing those controllers in the file /etc/vx/cntrls.exclude. The following is
an example of an entry ina cntrls.exclude file:

c0

You can exclude all disks in specific enclosures from initialization or encapsulation by
listing those enclosures in the file /etc/vx/enclr.exclude. The following is an
example of an entry in a enclr.exclude file:

encl

Note Only the vxdiskadm command uses the contents of the

/etc/vx/disks.exclude, /etc/vx/cntrls.exclude and
/etc/vx/enclr.exclude files. You may need to create these files if they do not
already exist on the system.

Changing the Disk-Naming Scheme

Note Devices with very long device names (for example, Fibre Channel devices that

include worldwide name (WWN) identifiers) are always represented by
enclosure-based names. The operation in this section has no effect on such devices.

You can either use enclosure-based naming for disks or the operating system’s naming
scheme (such as c#t#d#s#). Select menu item 20 from the vxdiskadm main menu to
change the disk-naming scheme that you want VxVM to use. When prompted, enter y to
change the naming scheme. This restarts the vkxconfig daemon to bring the new disk
naming scheme into effect.

Using vxprint with Enclosure-Based Disk Names

If you enable enclosure-based naming, and use the vxprint command to display the
structure of a volume, it shows enclosure-based disk device names (disk access names)
rather than c#t#d#s# names. To discover the c#t#d#s# names that are associated with
a given enclosure-based disk name, use either of the following commands:

# vxdisk -e list enclosure-based name
# vxdmpadm getsubpaths dmpnodename=enclosure-based name
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For example, to find the physical device that is associated with disk ENCO_21, the
appropriate commands would be:

# vxdisk -e list ENCO_21
# vxdmpadm getsubpaths dmpnodename=ENCO0_21

To obtain the full pathname for the block and character disk device from these commands,
append the displayed device name to /dev/vx/dmp or /dev/vx/rdmp.

Issues Regarding Simple/Nopriv Disks with Enclosure-Based
Naming

If you change from c#t#d#s# based naming to enclosure-based naming, simple or nopriv
disks may be put in the “error” state and cause VxVM objects on those disks to fail. If
this happens, use the following procedures to correct the problem:

& Simple/Nopriv Disks in the Boot Disk Group
¢ Simple/Nopriv Disks in Non-Boot Disk Groups

These procedures use the vxdarestore utility to handle simple/nopriv disk failures that
arise from changing to the enclosure-based naming scheme. You do not need to perform
either procedure if your system does not have any simple or nopriv disks, or if the devices
on which any simple or nopriv disks are present are not automatically configured by
VxVM (for example, non-standard disk devices such as ramdisks).

Note You cannot run vxdarestore if c#t#d#s# naming is in use. Additionally,
vxdarestore does not handle failures on simple/nopriv disks that are caused by
renaming enclosures, by hardware reconfiguration that changes device names, or
by changing the naming scheme on a system that includes persistent sliced disk
records.

For more information about the vxdarestore command, see the vxdarestore(1M)
manual page.

Simple/Nopriv Disks in the Boot Disk Group

If the boot disk group (usually aliased as bootdg) is comprised of only simple and/or
nopriv disks, the vxconfigd daemon goes into the disabled state after the naming
scheme change. In such a case, perform the following steps:

1. Use vxdiskadm to change back to c#t#d#s# naming.

2. Enter the following command to restart the VXVM configuration daemon:

# vxconfigd -kr reset
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3. If you want to use enclosure-based naming, use vxdiskadm to add a sliced disk to
the bootdg disk group, change back to the enclosure-based naming scheme, and then
run the following command:

# /etc/vx/bin/vxdarestore

Simple/Nopriv Disks in Non-Boot Disk Groups

If an imported disk group, other than bootdg, is comprised of only simple and/or nopriv
disks, the disk group is in the “online dgdisabled” state after the change to the
enclosure-based naming scheme. In such a case, perform the following steps:
1. Deport the disk group using the following command:
# vxdg deport diskgroup
2. Use the vxdarestore command to restore the failed disks, and to recover the objects
on those disks:

# /etc/vx/bin/vxdarestore

3. Re-import the disk group using the following command:

# vxdg import diskgroup

Installing and Formatting Disks

Depending on the hardware capabilities of your disks and of your system, you may either
need to shut down and power off your system before installing the disks, or you may be
able to hot-insert the disks into the live system. Many operating systems can detect the
presence of the new disks on being rebooted. If the disks are inserted while the system is
live, you may need to enter an operating system-specific command to notify the system.

If the disks require low- or intermediate-level formatting before use, use the operating
system-specific formatting command to do this.

Note SCSI disks are usually preformatted. Reformatting is needed only if the existing
formatting has become damaged.

The following sections provide detailed examples of how to use the vxdiskadm utility to
place disks under VxVM control in various ways and circumstances.
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Displaying and Changing Default Disk Layout Attributes

To display or change the default values for initializing or encapsulating disks, select menu
item 22 (Change/display the default disk layouts) from the vxdiskadm
main menu. For disk initialization, you can change the default format and the default
length of the private region. For disk encapsulation, you can additionally change the
offset values for both the private and public regions.

The attribute settings for initializing disks are stored in the file, /etc/default/vxdisk,
and those for encapsulating disks in /etc/default/vxencap.

See the vxdisk(1M) and vxencap(1M) manual pages for more information.

Adding a Disk to VxVM

Formatted disks being placed under VxVM control may be new or previously used
outside VxVM. The set of disks can consist of all disks on the system, all disks on a
controller, selected disks, or a combination of these.

Depending on the circumstances, all of the disks may not be processed in the same way.
For example, some may be initialized, while others may be encapsulated.

Caution Initialization does not preserve data on disks.

When initializing or encapsulating multiple disks at one time, it is possible to exclude
certain disks or certain controllers. To exclude disks, list the names of the disks to be
excluded in the file /etc/vx/disks. exclude before the initialization or encapsulation.
You can exclude all disks on specific controllers from initialization or encapsulation by
listing those controllers in the file /etc/vx/cntrls.exclude.

Initialize disks for VxVM use as follows:

1. Selectmenuitem 1l (Add or initialize one or more disks) from the
vxdiskadm main menu.

2. Atthe following prompt, enter the disk device name of the disk to be added to VxVM
control (or enter 1ist for a list of disks):

Add or initialize disks
Menu: VolumeManager/Disk/AddDisks

VxXVM INFO V-5-2-1378 Use this operation to add one or more disks to
a disk group. You can add the selected disks to an existing disk
group or to a new disk group that will be created as a part of the
operation. The selected disks may also be added to a disk group as
spares. Or they may be added as nohotuses to be excluded from
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hot-relocation use. The selected disks may also be initialized
without adding them to a disk group leaving the disks available for
use as replacement disks.

More than one disk or pattern may be entered at the prompt.
Here are some disk selection examples:

all: all disks

c3 cdt2: all disks on both controller 3 and controller
4,target 2

c3tdd2: a single disk (in the c#t#d# naming scheme)

xyz_0 : a single disk (in the enclosure based naming scheme)

XYZ_ all disks on the enclosure whose name is Xyz

Select disk devices to add:
[<pattern-1list>,all,list,q, ?]

<pattern-list> can be a single disk, or a series of disks and/or controllers (with
optional targets). If <pattern-list> consists of multiple items, separate them using
white space, for example:

c3t0d40 c3tld0 ¢3t2d0 c3t3d40
specifies fours disks at separate target IDs on controller 3.

If you enter 1ist at the prompt, the vxdiskadm program displays a list of the disks
available to the system:

DEVICE DISK GROUP STATUS

c0t0do mydg01 mydg online

c0t1d0 mydg02 mydg online

c0t2d0 mydg03 mydg online

c0t3d0 - - online

c1t0do mydgl0 mydg online

clt0dl - - online invalid
c3t0d0 - - online invalid
senal_0 mydg33 mydg online

senal_1 mydg34 mydg online

senal_2 mydg35 mydg online

Select disk devices to add:
[<pattern-list>,all,list,q,?]

The phrase online invalidin the STATUS line indicates that a disk has yet to be
added or initialized for VxVM control. Disks that are listed as online with a disk
name and disk group are already under VxVM control.
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Enter the device name or pattern of the disks that you want to initialize at the prompt
and press Return.

3. To continue with the operation, enter y (or press Return) at the following prompt:
Here are the disks selected. Output format: [Device]
list of device names
Continue operation? [vy,n,q,?] (default: v) ¥y

4. At the following prompt, specify the disk group to which the disk should be added,
none to reserve the disks for future use, or press Return to accept defaultdg:

VXVM NOTICE V-5-2-511 You can choose to add these disks to an
existing disk group, a new disk group, or you can leave these disks
available for use by future add or replacement operations. To
create a new disk group, select a disk group name that does not yet
exist. To leave the disks available for future use, specify a disk
group name of “none”.

Which disk group [<group>,none,list,q,?] (default: defaultdg)

5. If you specified the name of a disk group that does not already exist, vxdiskadm
prompts for confirmation that you really want to create this new disk group:
VXVM ERROR V-5-2-399 There is no active disk group named disk group
name.
Create a new group named disk group name? [y,n,q,?] (default: y) ¥y

You are then prompted to confirm whether the disk group should support the
Cross-platform Data Sharing (CDS) feature:

Create the disk group as a CDS disk group? [y,n,q,?] (default: n)
If the new disk group may be moved between different operating system platforms,
enter y. Otherwise, enter n.

6. At the following prompt, either press Return to accept the default disk name or enter
n to allow you to define your own disk names:
Use default disk names for the disks? [y,n,q,?] (default: vy)

7. When prompted whether the disks should become hot-relocation spares, enter n (or
press Return):

Add disks as spare disks for diskgroup name? [y,n,q,?] (default: n) n
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8.

10.

11.

When prompted whether to exclude the disks from hot-relocation use, enter n (or
press Return).

Exclude disk from hot-relocation use? [y,n,q,?} (default: n) n

To continue with the operation, enter y (or press Return) at the following prompt:

The selected disks will be added to the disk group disk group name
with default disk names.

list of device names

Continue with operation? [y,n,q,?] (default: y) ¥y

The following prompt lists any disks that have already been initialized for use by
VxVM; enter y to indicate that all of these disks should now be used:

The following disk devices appear to have been initialized already.
The disks are currently available as replacement disks.
Output format: [Device]

list of device names
Use these devices? [Y,N,S(elect),q,?] (default: Y) ¥

Note that this prompt allows you to indicate “yes” or “no” for all of these disks (¥ or
N) or to select how to process each of these disks on an individual basis (s).

If you are sure that you want to re-initialize all of these disks, enter Y at the following
prompt:

VxVM NOTICE V-5-2-366 The following disks you selected for use
appear to already have been initialized for the Volume Manager. If
you are certain the disks already have been initialized for the
Volume Manager, then you do not need to reinitialize these disk
devices.

Output format: [Device]

list of device names

Are you sure you want to re-initialize these disks?
[Y,N,S(elect),qg,?] (default: N) ¥

vxdiskadm may now indicate that one or more disks is a candidate for
encapsulation. Encapsulation allows you to add an active disk to VxVM control and
preserve the data on that disk. If you want to preserve the data on the disk, enter y. If
you are sure that there is no data on the disk that you want to preserve, enter n to
avoid encapsulation.
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VxVM NOTICE V-5-2-355 The following disk device has a valid VTOC,
but does not appear to have been initialized for the Volume
Manager. If there is data on the disk that should NOT be destroyed
you should encapsulate the existing disk partitions as volumes
instead of adding the disk as a new disk.

Output format: [Device]

device name

Encapsulate this device? [y,n,q,?] (default: y)
% If you choose to encapsulate the disk:

a. vxdiskadm confirms its device name and prompts you for permission to
proceed. Enter y (or press Return) to continue encapsulation:

VxVM NOTICE V-5-2-311 The following disk device has been
selected for encapsulation.

Output format: [Device]

device name

Continue with encapsulation? [y,n,q,?] (default: y) ¥
vxdiskadmnow displays an encapsulation status, and informs you that you

must perform a shutdown and reboot as soon as possible:

The disk device device name will be encapsulated and added to the
disk group defaultdg with the disk name disk name.

b. You can now choose whether the disk is to be formatted as a CDS disk that is
portable between different operating systems, or as a non-portable sliced disk:

Enter the desired format [cdsdisk,sliced,q,?] (default:cdsdisk)

Enter the format that is appropriate for your needs. In most cases, this is the
default format, cdsdisk.

c. At the following prompt, vxdiskadm asks if you want to use the default private
region size of 2048 blocks. Press Return to confirm that you want to use the
default value, or enter a different value. (The maximum value that you can
specify is 524288 blocks.)

Enter desired private region length [<privlen>,q, ?]
(default:2048)
d. If you entered cdsdisk as the format in step b, you are prompted for the action

to be taken if the disk cannot be converted this format:

Do you want to use 'sliced' as the format should 'cdsdisk' fail-?
[y,n,q,?] (default: y)
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If you enter y, and it is not possible to encapsulate the disk as a CDS disk, it is
encapsulated as a sliced disk. Otherwise, the encapsulation fails.

vxdiskadm then proceeds to encapsulate the disks.

VxVM INFO V-5-2-340 The first stage of encapsulation has
completed successfully. You should now reboot your system at the
earliest possible opportunity.

The encapsulation will require two or three reboots which will
happen automatically after the next reboot. To reboot execute
the command:

shutdown -g0 -y -i6

This will update the /etc/vfstab file so that volume devices are
used to mount the file syste