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Preface

Purpose
This guide and the Oracle9i Installation Guide Release 1 (9.0.1) for UNIX Systems
provide instructions for administering and configuring Oracle9i release 1 (9.0.1) on
UNIX systems. Documentation for products included with the software is in the
Oracle9i Generic Documentation Set.

Audience

This document is intended for anyone responsible for administering and
configuring Oracle9i release 1 (9.0.1) on UNIX systems.

Oracle9i Standard Edition and Oracle9i Enterprise Edition

Unless noted otherwise, features and functionality described in this document are
common to both Oracle9i Standard Edition and Oracle9i Enterprise Edition.
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Terminology

The names for the UNIX operating systems have been shortened for this guide and
the Oracle9i Installation Guide Release 1 (9.0.1) for UNIX Systems. The names are as

follows:

Operating System Abbreviated Name
AlX-Based Systems AIX

HP 9000 Series HP-UX HP

Linux Intel Linux

Sun SPARC Solaris Solaris

Compag Tru64 UNIX Trub4

Typographic Conventions
The following typographic conventions are used in this guide:
nonospace Monospace type indicates UNIX commands, directory names,
usernames, pathnames, and filenames.

italics Italic type indicates a variable, including variable portions of
filenames. It is also used for emphasis and for book titles.

UPPERCASE Uppercase letters indicate Structured Query Language (SQL)
reserved words, initialization parameters, and environment
variables.

<cr> This string indicates a newline character.
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Command Syntax

UNIX command syntax appears in monospace font and assumes the use of the
Bourne shell. The "$" character at the beginning of UNIX command examples
should not be entered at the prompt. Because UNIX is case-sensitive, conventions in
this document may differ from those used in other Oracle documentation

backslash \ A backslash indicates a command that is too long to fit on a
single line. Enter the line as displayed (with a backslash) or enter
it on a single line without a backslash:

dd i f=/dev/rdsk/cOt 1d0s6 of =/ dev/rst0 bs=10b \
count =10000

braces { } Braces indicate required items: . DEFI NE {nmacr o1}
brackets [ ] Brackets indicate optional items: cvtcrt termanme [outfil e]
ellipses ... Ellipses indicate an arbitrary number of similar items:
CHKVAL fi el dname val uel value2 ... val ueN
italics Italic type indicates a variable. Substitute a value for the variable:

I'ibrary_nane

vertical line | A vertical line indicates a choice within braces or brackets:
SIZE filesize [K| M

Accessing Installed Documentation

Oraclegi release 1 (9.0.1) for UNIX systems documentation includes this guide and
the Oracle9i Installation Guide Release 1 (9.0.1) for UNIX Systems. You can install
documentation in HTML and PDF (Adobe Portable Document Format, which
requires Acrobat Reader) formats. UNIX-specific documentation files are located on
the Oracle9i CD-ROM. Generic documentation files are located on the Online
Generic Documentation CD-ROM. The exact location of the documentation files is
determined according to the following rules:

« Ifthe ORACLE_DOC environment variable is defined in the environment, then
the files are installed in the directory defined by the environment variable.

« Ifthe ORACLE_DOC environment variable is not defined but the ORACLE_
BASE environment variable is defined, then the files are installed in the
$ORACLE_BASE/ doc directory.
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« If neither the ORACLE_DOC environment variable nor the ORACLE_BASE
environment variable are defined in the environment, then the files are installed
in the $ORACLE_HQOVE/ doc directory.

To access the documentation, navigate to the documentation directory. If you want
to access the HTML documentation, use a browser to open the i ndex. ht mfile. If
you prefer paper documentation, open and print the PDF files.

Oracle Product Documentation

Oracle9i product documentation is on the Oracle9i Generic Documentation
CD-ROM. Instructions for accessing and installing the documents on the CD-ROM
are found in the README file in the top-level directory of the CD-ROM.

Documentation Library

The documentation library on the Generic Documentation CD-ROM includes a
web-based search tool that enables you to search through the complete library of
Oracle9i documents. You may search for information on a particular product,
parameter, filename, procedure, error message, or other area of interest. The tool
also makes it possible to construct a “virtual book™ that consists of topics and
procedures relevant for your needs drawn from the complete documentation
library. The library also includes a comprehensive Master Index, as well as lists of
SQL and PL/SQL keywords, initialization parameters, catalog views, and data
dictionary views.

Related Documentation
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If you are unfamiliar with the concepts or terminology associated with relational
database management systems, then refer to Oracle9i Database Concepts before
beginning your installation. Read the Quick Installation Procedure for an overview of
the installation process. Use the Installation Checklist to ensure that you have the
required information and that you have completed the necessary pre-installation
steps for a successful installation.



Information on system administration and tuning for a production database system
is provided in these documents:

« Oracle9i Installation Guide Release 1 (9.0.1) for UNIX Systems
= Oracle9i Database Administrator’s Guide

= Oracle9i Net Services Administrator’s Guide

«  Oracle9i Database Performance Guide and Reference

Information about migrating from a previous version of the Oracle Server is
provided in Oracle9i Database Migration.

Oracle Services and Support
The Oracle corporate web page is located at:

htt p: // waw or acl e. com

Oracle Corporation offers a wide range of services to help facilitate corporate
system solutions, including Oracle Education courses, Oracle Consulting services,
and Oracle Worldwide Customer Support from the website. In addition, Oracle
Corporation provides free trial software, updates on Oracle products and service,
and technical brochures and data sheets.

Oracle Support Services
Technical Support registration and contact information worldwide is available at:

htt p: / / waw or acl e. comt suppor t
At the Oracle support site, templates are available to help you prepare information
about your problem before you call so that you may be helped more quickly. You

must also provide your CSI number (if applicable) or complete contact details,
including any special project information.
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Oracle MetaLink

Oracle MetaLink is Oracle Corporation’s web service for technical information.
Members of Oracle MetaLink can search for updates, alerts, patches, and other
information about products, releases, and operating systems, or set preferences to
be notified automatically of new information. MetaLink offers a variety of services
to assist in setting up and administrating Oracle products, including procedures,
scripts, commentary, and tuning and configuration best-practices bulletins. In
addition, it offers forums for information sharing among Oracle customers, and
direct communication with Oracle Support. Oracle MetaLink is available to Product
Support Customers at no extra cost. Sign up for free membership for this service at:

ht t p: // waw or acl e. cond support/ net al i nk

Use your Support Access Code (SAC) number to register. Products and
Documentation

Products and Documentation
For U.S.A. customers, Oracle Store is at:

http://oracl estore. oracl e.com

Links to Stores in other countries are provided at this site.
Product documentation can be found at:

http://docs. oracl e. com

Customer Service
Global Customer Service contacts are listed at:

ht t p: // waw or acl e. cond support/

Education and Training
Training information and worldwide schedules are available at:

htt p: // waw or acl e. cont educat i on/
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Oracle Technology Network
Register with the Oracle Technology Network (OTN) at:

http://otn. oracl e.conti ndex. ht m

OTN delivers technical papers, code samples, product documentation, an Oracle
on-line community and self-service developer support. It also offers the Oracle key
developer products to enable rapid development and deployment of applications
built on Oracle technology.

Documentation Accessibility

Oracle Corporation strives to make Oracle products, services, and supporting
documentation accessible to the disabled community with good usability. To that
end, our documentation includes features that make information available to users
of assistive technology. This documentation is available in HTML format, and
contains markup to facilitate access by the disabled community. Standards will
continue to evolve over time, and Oracle is actively engaged with other
market-leading technology vendors to address technical obstacles so that our
documentation can be accessible to all of our customers.

JAWS, a Windows screen reader, may not always correctly read the Java code
examples in this document. The conventions for writing Java code require that
closing braces should appear on an otherwise empty line; however, JAWS may not
always read a line of text that consists solely of a bracket or brace.

For additional information, visit the Oracle Accessibility Program web site at:

htt p: // waw or acl e. comt accessi bi | ity/

Support for Hearing and Speech Impaired Customers

Oracle Corporation provides dedicated Text Telephone (TTY) access to Oracle
Support Services within the United States of America 24 hours a day, seven days a
week.

« Fortechnical questions, call:
1.800.446.2398

« For non-technical questions, call:
1.800.464.2330
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Administering Oracle9i

This chapter provides information on administering Oracle9i on AlX, HP, Linux,
Solaris, and Tru64. It contains the following sections:

« Overview

« Environment Variables

« Relinking Executables

= System Global Area

« Oracle9i Memory Requirements

« Database Limits

«  Operating System Accounts and Groups
« Customizing the Initialization File

« Embedded PL/SQL Gateway

« Oracle HTTP Server powered by Apache

= Demonstration Files
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Overview

Overview

You must set Oracle9i environment variables, parameters, and user settings for
Oracle9i to work. This chapter describes the various settings for Oracle9i on AlX,
HP, Linux, Solaris, and Tru64.

In Oracle9i files and programs, a question mark (?) represents the value of the
ORACLE_HOME environment variable. For example, Oracle9i expands the
question mark in the following SQL statement to the full pathname of the Oracle
home directory:

SQA> ALTER TABLESPACE TEWP ADD DATAFI LE ' ?/ dbs/ dbs2. dbf’ Sl ZE 2M
The @ sign represents the ORACLE_SID environment variable. For example, to
indicate a file belonging to the current instance, enter:

SQA > ALTER TABLESPACE t abl espace_nane ADD DATAFI LE dbsfi | e@dbf

Environment Variables

This section describes the most commonly-used Oracle9i and UNIX environment
variables. You must define some environment variables before installing Oracle9i.
These environment variables are listed in the Oracle9i Installation Guide Release 1
(9.0.1) for UNIX Systems.

To display the current value of an environment variable, use the echo command.
For example, to display the value of the ORACLE_SID environment variable, enter:

$ echo $CRACLE SID
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Oracle9i Environment Variables

Table 1-1 provides the syntax for, and examples of, environment variables used by
Oracle9i.

Table 1-1 Oracle9i Environment Variables on UNIX

Variable Detail Definition
EPC_DISABLED Function Disables Oracle Trace.
Syntax TRUE |FALSE
NLS_LANG Function Specifies the language, territory, and character set of the client

environment. The character set specified by NLS_LANG must
match the character set of the terminal or terminal emulator.
The character set specified by NLS_LANG can be different
from the database character set, in which case Oracle
automatically converts the character set.

See the Oracle9i Globalization Support Guide for a list of values.

Syntax | anguage_territory. characterset
Example french_france. we8dec
ORA_NLS33 Function Specifies the directory where language, territory, character set,
and linguistic definition files are stored.
Syntax directory_path
Example $ORACLE_HOVE/ ocomon/ nl s/ adm n/ dat a
ORA_TZFILE Function Specifies the full pathname to the time zone file. You must set

this environment variable if you want to use a time zone from
the large time zone file

($ORACLE_HQOVE/ or acor e/ zonei nf o/ ti nezl rg. dat ) for
data in the database. The large time zone file contains
information on more time zones than the default time zone file
($ORACLE_HQOVE/ or acor e/ zonei nf o/ ti nezone. dat ).

All databases that share information must use the same time
zone file. You must stop and restart the database when you
change the value of this environment variable.

Syntax directory_path
Example $ORACLE_HOME/ or acor e/ zonei nfo/ ti mezl rg. dat
ORACLE_BASE Function Specifies the base of the Oracle directory structure for Optimal
Flexible Architecture (OFA) compliant databases.
Syntax directory_path
Example / u01/ app/ oracl e
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Table 1-1 Oracle9i Environment Variables on UNIX (Cont.)

Variable Detail Definition

ORACLE_HOME Function Specifies the directory containing the Oracle software.
Syntax directory_path
Example $ORACLE_BASE/ product/9.0.1

ORACLE_PATH Function Specifies the search path for files used by Oracle applications,
such as SQL*Plus (*. sql ), Oracle Forms (*. f r m), and Oracle
Reports (*. r pt). If the full path to the file is not specified, or if
the file is not in the current directory, the Oracle application
uses ORACLE_PATH to locate the file.

Syntax Colon-separated list of directories:
directoryl:directory2:directory3

Example [ u01/ app/ or acl e/ product/9. 0. 1/ bin: .
Note: The period adds the current working directory to the
search path.

ORACLE_SID Function Specifies the Oracle system identifier.

Syntax A string of numbers and letters that must begin with a letter.
Oracle Corporation recommends a maximum of eight
characters for system identifiers. For more information on this
environment variable, see the Oracle9i Installation Guide
Release 1 (9.0.1) for UNIX Systems.

Example SAL1

ORACLE_TRACE Function Enables the tracing of shell scripts during an installation. If this
environment variable is set to T, many Oracle shell scripts use
the set - x command, which prints commands and their
arguments as they are run.

Syntax TornotT.

ORAENV_ASK Function Controls whether the cor aenv or or aenv script prompts for
ORACLE_SID or ORACLE_HOME. If the value is NO, the
scripts do not prompt; otherwise they do.

Syntax string

Example NO or not NO.

SQLPATH Function Specifies the directory or list of directories that SQL*Plus
searches for al ogi n. sql file.

Syntax Colon-separated list of directories:
directoryl:directory2:directory3

Example / horre: / hone/ or acl e: / u01/ oracl e
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Table 1-1 Oracle9i Environment Variables on UNIX (Cont.)

Variable Detail Definition
TNS_ADMIN Function ?_pl)ecifies the directory containing the Oracle Net configuration
iles.
Syntax directory_path
Range of Values Any directory; for more information, see the Oracle9i
Installation Guide Release 1 (9.0.1) for UNIX Systems.
Example $ORACLE_HOVE/ net wor k/ admi n
TWO_TASK Function Specifies the default Oracle Net connect string descriptor alias

defined in the t nsnanes. or a file.
Syntax Any available network alias.
Range of Values Any valid Oracle Net alias defined in the t nsnanes. or a file.
Example PRODDB_TCP

Note: To prevent conflicts, do not define environment variables
with names that are identical to the names of Oracle Server
processes, for example: ARCH, PMON, and DBWR.

UNIX Environment Variables

Table 1-2 provides the syntax for, and examples of, UNIX environment variables
used with Oracle9i.

Table 1-2 UNIX Environment Variables Used with Oracle9i

Variable Detail Definition
ADA_PATH Function Specifies the directory containing the Ada compiler (Solaris and
AlX only).
Syntax directory_path
Example [usr/| pp/ power ada
CLASSPATH Function Used with Java applications. The setting for this variable differs

with each Java application. See the product documentation for
your Java application for more information.

Syntax Colon-separated list of directories:
directoryl:directory2:directory3
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Table 1-2 UNIX Environment Variables Used with Oracle9i (Cont.)

Variable Detail Definition
Example There is no default setting. CLASSPATH must include the
following directories:
$ORACLE_HOVE/ JRE/ | i b: $ORACLE_HOVE/ product/jlib

DISPLAY Function Used by X-based tools. Specifies the display device used for
input and output. See the X Windows documentation of the
vendor for details.

Syntax host nare: di spl ay
where the host nane is the computer name (either IP address or
alias) and di spl ay is the monitor number. If you have a single
monitor, the number is 0.

Example 135.287.222.12:0
banbi : 0

HOME Function The user’s home directory.

Syntax directory_path

Example [ hone/ oracl e

LANG or LANGUAGE  Function Specifies the language and character set used by the operating
system for messages and other output. See the operating system
documentation and the Oracle9i Installation Guide Release 1 (9.0.1)
for UNIX Systems for more information.

LD_OPTIONS Function Specifies the default linker options. See the | d man pages for
more information.

LPDEST Function Specifies the name of the default printer (Solaris only).

Syntax string
Example docprinter

LDPATH Function Default directories used by the linker to find shared object
libraries. See the | d man pages for more information on this
environment variable (Solaris only).

LD _LIBRARY_PATH Function List of directories that the shared library loader searches to
locate shared object libraries at runtime. See the | d man page
for information on this environment variable.

Syntax Colon-separated list of directories:
directoryl:directory2:directory3
Example fusr/dt/lib: $ORACLE_HOWE/ | i b
LIBPATH Function List of directories that the shared library loader searches to
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Table 1-2 UNIX Environment Variables Used with Oracle9i (Cont.)

Variable Detail Definition
Syntax Colon-separated list of directories:
directoryl:directory2:directory3
Example lusr/dt/lib: $ORACLE_HOWE/ | i b
PATH Function Used by the shell to locate executable programs; must include
the $ORACLE_HOVE/ bi n directory.
Syntax Colon-separated list of directories:
directoryl:directory2:directory3
Example [ bin:/usr/bin:/usr/local/bin:
/usr/bi n/ X11: $ORACLE_HOVE/ bi n: $HOVE/ bi n:.
Note: The period adds the current working directory to the
search path.
PRINTER Function Defines the name of the default printer.
Syntax string
Example docprinter
SHELL Function Specifies the command interpreter used during a host
command.
Syntax shel | _path
Range of Values / bi n/ sh,/bin/csh,/bin/ksh, or any other command
interpreter supplied with UNIX.
Example / bi n/ sh
SHLIB_PATH Function List of directories that the shared library loader searches to
locate shared object libraries at runtime. See the | d man page
for information on this environment variable (HP only).
Syntax Colon-separated list of directories:
directoryl:directory2:directory3
Example lusr/dt/lib: $ORACLE_HOWE | i b
TMP and TMPDIR Function Specifies the default directory for temporary files; if set, tools
that create temporary files create them in this directory.
Syntax directory_path
Example /u02/ oracl e/ tnp
XENVIRONMENT Function Specifies a file containing X-Windows system resource

definitions. See your X-Windows documentation for more
information.
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Setting a Common Environment

This section describes how to use the or aenv (cor aenv for the C shell) command
to set a common UNIX environment.

The oraenv Command File

The or aenv (or cor aenv) script is created during installation. It contains values
for Oracle environment variables and provides:

« A central means of updating all user accounts with database changes
= A mechanism for switching between Oracle9i databases

You may find yourself frequently adding and removing databases from your
development system or your users may be switching between several different
Oracle databases installed on the same system. Each user shell startup file calls the
or aenv command file.

See Also: For more information on setting a common
environment, see the Oracle9i Installation Guide Release 1 (9.0.1) for
UNIX Systems.

Local bin Directory

Place the or aenv (or cor aenv) and dbhone scripts in a local bi n directory,
separate from the Oracle software home directory, to ensure that these files are
accessible to all users. Doing this also ensures that the or aenv script continues to
work even if you change the path to specify a different Oracle home directory. The
local bi n directory is specified by the r oot . sh script, which you run after you
install Oracle9i. The default location for the local bi n directory on UNIX is
lusr/local/bin.

Switching Between Databases

To switch from one database or database instance to another, call the or aenv
routine. Reply to the prompt with the value of the ORACLE_SID environment
variable of the database to which you are switching. Always provide the full path of
the or aenv command file. For example:

$ . /usr/local/bin/oraenv
(RACLE SID= [default]? sid
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Setting and Exporting the Value of a Variable in a Current Session

Use the env command to show the environment variable values that have been
exported to the environment. The Bourne shell and Korn shell can set values
without exporting them.

For the Bourne or Korn shell, enter:

$ CRACLE S D-test
$ export GRAOLE SID

For the C shell, enter:
%setenv (RACLE SID test

In the preceding example, t est is the value of the ORACLE_SID environment
variable.

Setting the System Time

The TZ environment variable sets the time zone. It enables you to adjust the clock
for daylight saving time changes or different time zones. The adjusted time is used
to time-stamp files, produce the output of the dat e command, and obtain the
current SYSDATE.

Oracle Corporation recommends that you do not change your personal TZ value.
Using different values of TZ such as GMT+24 might change the date a transaction is
recorded. This changed date affects Oracle applications that use SYSDATE, such as
Oracle Financials. To avoid this problem, use sequence numbers to order a table
instead of date columns.

Relinking Executables

You can manually relink your product executables using a relink shell script located
in the $ORACLE_HOVE/ bi n directory. Relinking is necessary after applying any
operating system patches or after an operating system upgrade.

Note: Shut down Oracle Intelligent Agent, and other Oracle
programs in this Oracle home directory before relinking
executables.
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The relink script manually relinks Oracle product executables, depending on the
products that have been installed in the Oracle home directory.

To relink product executables, enter the following command, where par anet er is
one of the values listed in Table 1-3:

$ relink paraneter

Table 1-3 Relink Script Parameters

Value Description

al | Every product executable that has been installed
oracl e Oracle server executable only

net wor k net _client,net_server, nau,cnan, chanes
client net _client,otrace,plsql,client_sharedlib
i nter Medi a ct x, ordi ng, or daud, or dvi r, nd

preconp All precompilers that have been installed
utilities All utilities that have been installed

oemagent oemagent , odg
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System Global Area

The System Global Area (SGA) is the Oracle structure that is located in shared
memory. It contains static data structures, locks, and data buffers. Sufficient shared
memory must be available to each Oracle process to address the entire SGA.

The maximum size of a single shared memory segment is specified by the
SHMMAX kernel parameter (SHM_MAX on Tru64). The following table shows the
recommended value for this parameter, depending on your platform:

Platform Recommended Value

AIX 2,000,000,000 bytes (regardless of the physical memory installed
on the system)

HP The size of the physical memory

Solaris and Tru64 4,294,967,296 bytes (regardless of the physical memory installed

on the system)

Linux Half the size of the physical memory installed on the system

If the size of the SGA exceeds the maximum size of a shared memory segment
(SHMMAX or SHM_MAX), Oracle9i attempts to attach more contiguous segments
to fulfill the requested SGA size. The SHMSEG kernel parameter (SHM_SEG on
Tru64) specifies the maximum number of segments that can be attached by any
process.

Note: On Solaris, Intimate Shared Memory (ISM) can cause
problems when the value of the SHMMAX parameter is smaller
than the database SGA size. If the SGA is defined over more than
one segment, ISM performance is affected. To fix this problem,
make sure that the value of the SHMMAX parameter is larger than
the database SGA size.
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Set the following initialization file parameters to control the size of the SGA:
. DB_BLOCK_BUFFERS

. DB _BLOCK_SIZE

. SHARED_POOL_SIZE

. JAVA POOL_SIZE

Use caution when setting values for these parameters. When values are set too high,
too much of the computer’s physical memory is devoted to shared memory;,
resulting in poor performance.

Note: Set the value of the DB_BLOCK_BUFFERS parameter to at
least 1024.

Determining the Size of the SGA

You can determine the SGA size in one of the following ways:

« Enter the following SQL*Plus command to display the size of the SGA for a
running database:

Q> SHONSA

The result is shown in bytes.

« Determine the size of the SGA when you start your database instance. The SGA
size is displayed next to the heading Total System Global Area.

Intimate Shared Memory (Solaris Only)

On Solaris systems, Oracle9i uses Intimate Shared Memory (ISM) for shared
memory segments because it shares virtual memory resources among Oracle
processes. On Solaris 2.6 and Solaris 7, Oracle9i uses ISM by default. If you use ISM
on Solaris, the physical memory for the entire shared memory segment is
automatically locked.

On Solaris 8, dynamic/pageable ISM (DISM) is available. This enables Oracle9i to
share virtual memory resources among processes sharing the segment, and at the
same time enables memory paging. The operating system does not have to lock
down physical memory for the entire shared memory segment. Using DISM causes
a small loss in performance compared to using ISM.

1-12 Oracle9i Administrator's Reference



System Global Area

Oracle9i automatically decides at startup whether to use ISM or DISM, based on the
following criteria:

« Oracle9i uses DISM if it is available on the system, and if the value of the
SGA_MAX_SIZE initialization parameter is larger than the size required for all
SGA components combined. This allows Oracle9i to lock only the amount of
physical memory that is used.

« Oracle9i uses ISM if the entire memory segment is in use at startup or if the
value of the SGA_MAX_SIZE parameter is smaller than the size required for all
SGA components combined.

Regardless of whether Oracle9i uses ISM or DISM, it can resize the dynamic SGA
components after it starts an instance. Oracle9i can relinquish memory from one
dynamic SGA component and allocate it to another component.

Because shared memory segments are not implicitly locked in memory, when using
DISM, Oracle9i explicitly locks shared memory that is currently in use at startup.
When a dynamic SGA operation uses more shared memory, Oracle9i explicitly
performs a lock operation on the memory that comes in use. When a dynamic SGA
operation releases shared memory, Oracle9i explicitly performs an unlock operation
on the memory that is freed, so that it becomes available to other applications.
Oracle9i uses a new command, or adi sm to lock and unlock shared memory.

You must log in as the r oot user to lock or unlock memory. The Solaris 8

user _attr and exec_at tr databases grant appropriate attributes to the user for
this purpose. If these attributes are not set correctly, the or adi smcommand fails to
perform the lock and unlock operations. If this happens, Oracle9i continues to run,
but performance might be degraded because the SGA memory is not locked.

See Also: See the Solaris 8 man pages for more information on the
user attr andexec_attr databases.
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Oracle9i Memory Requirements

Calculate the Oracle9i memory requirements to determine the number of users that
the system can support. This calculation also helps to determine the physical
memory and swap space requirements. To calculate the memory requirements,
follow these steps:

Note: Usethe si ze command to determine the size of the text
section, data section, and uninitialized data section (or bss) for the
or acl e executable. The text section size is included only once, because
the or acl e executable text section is shared.

1. Use the following formula to calculate the total memory requirement of the
Oracle9i background processes:

text + SGA + (n * (data + uninitialized_data + 8192 + 2048) )

The following table describes the variables and values in this formula:

Variable or Value Description

text Size in bytes of the text section of the or acl e executable

SGA Size in bytes of the SGA

n Number of Oracle background processes

data Size in bytes of the data section of the or acl e executable

uninitialized_data Size in bytes of the uninitialized data section (bss) of the or acl e
executable

8192 Size in bytes of the stack for the process

2048 Size in bytes of the user area for the process

Background process names have the format or a_pr ocess_si d, where

pr ocess is the process hame and si d is the value of the ORACLE_SID
environment variable. For example, the log writer (LGWR) process for the SAL1
instance isnamed ora_| gw _SAL1.

2. Use the following formula to calculate the additional memory requirement of
each Oracle9i shadow process:

data + uninitialized_data + 8192 + 2048 + cursor_area
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In this formula, cursor_area is the size in bytes of the application cursor area. The
other variables and values have the same meaning as in step 1.

Shadow process names have the format or acl esi d, where si d is the value of
the ORACLE_SID environment variable.

3. To estimate the maximum possible memory requirement, multiply the value
from step 2 by the maximum number of concurrent shadow processes you
expect, then add the value from step 1.

Database Limits

Table 1-4 lists the default and maximum values for parameters in a CREATE
DATABASE or CREATE CONTROLFI LE statement.

Note: Interdependencies among these parameters may affect
allowable values.

Table 1-4 CREATE CONTROLFILE and CREATE DATABASE Parameters

Parameter Default Maximum Value
MAXLOGFILES 16 255
MAXLOGMEMBERS 2 5
MAXLOGHISTORY 100 65534
MAXDATAFILES 30 65534
MAXINSTANCES 1 63

Table 1-5 lists the Oracle9i file size limits specific to UNIX.

Table 1-5 File Size Limits

File Type Maximum Size

Datafiles 4,194,303 multiplied by the value of the DB_BLOCK_SIZE parameter
Import/Export file 2,147,483,647
SQL*Loader file 2,147,483,647
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Operating System Accounts and Groups
Special operating system accounts and groups are required by Oracle9i, as follows:
« Oracle software owner account

« OSDBA, OSOPER, and ORAINVENTORY groups

Oracle Software Owner Account

The Oracle software owner account, usually named or acl e, is the account that you
use to install the Oracle software. You can use different Oracle software owner
accounts for separate installations of the software. However, you must use the same
account that installed the software for all subsequent maintenance tasks on that
installation.

Oracle Corporation recommends that the Oracle software owner has the
ORAINVENTORY group as its primary group and the OSDBA group as its
secondary group.

OSDBA, OSOPER, and ORAINVENTORY Groups
Table 1-6 describes the special UNIX groups required by Oracle9i.

Table 1-6 UNIX Groups

Typical
Group Name Description
OSDBA dba Operating system accounts that are members of the

OSDBA group have special database privileges.
Members of this group can connect to the database using
the SYSDBA privilege. The Oracle software owner is the
only required member of this group. You can add other
accounts as required.

For more information on the OSDBA group and the
SYSDBA privilege, see the Oracle9i Database
Administrator’s Guide and the Oracle9i Installation Guide
Release 1 (9.0.1) for UNIX Systems.
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Table 1-6 UNIX Groups (Cont.)

Typical
Group Name Description
OSOPER oper The OSOPER group is an optional group. Operating

ORAINVENTORY oinstall

system accounts that are members of the OSOPER group
have special database privileges. Members of this group
can connect to the database using the SYSOPER
privilege.

For more information on the OSOPER group and the
SYSOPER privilege, see the Oracle9i Database
Administrator’s Guide and the Oracle9i Installation Guide
Release 1 (9.0.1) for UNIX Systems.

All users installing Oracle software on a UNIX system
must belong to the same UNIX group, called the
ORAINVENTORY group. This group must be the
primary group of the Oracle software owner during
installations. After the installation, this group owns all of
the Oracle files installed on the system.

Oracle9i uses several features of the UNIX operating system to provide a secure
environment for users. These features include file ownership, group accounts, and
the ability of a program to change its user ID upon execution.

The two-task architecture of Oracle9i improves security by dividing work (and
address space) between the user program and the or acl e program. All database
access is achieved through the shadow process and special authorizations in the

or acl e program.

See Also: For more information on security issues, see the
Oracle9i Database Administrator’s Guide.
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Groups and Security

Oracle programs are divided into two sets for security purposes: those executable
by all (ot her, in UNIX terms), and those executable by DBASs only. Oracle
Corporation recommends the following approach to security:

« The primary group for the or acl e account should be the oi nst al | group.
« Theoracl e account must have the dba group as a secondary group.

= Although any user account which requires dba privileges can belong to the dba
group, the only user account which should belong to the oi nst al | group is
the or acl e account.

Security for Database Files

See the Oracle9i Installation Guide Release 1 (9.0.1) for UNIX Systems for information
on the appropriate permissions for database files.

External Authentication

If you choose to use external authentication, you must use the value of the
OS_AUTHENT _PREFIX initialization parameter as a prefix for Oracle usernames. If
you do not explicitly set this parameter, the default value on UNIX is ops$, which
is case sensitive.

To use the same usernames for both operating system and Oracle authentication, set
this initialization parameter to a null string, as follows:

C5_AUTHENT_PREF X=""

See Also: See the Oracle9i Database Administrator’s Guide for more
information on external authentication.
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Running the orapwd Utility

You can use a password file to identify users that can use the SYSDBA and
SYSOPER privileges when connecting to the database. To create the password file:

1. Log in as the Oracle software owner.
2. Use the $ORACLE_HQOVE/ bi n/ or apwd utility, which has the following syntax:

$ orapwd file=fil ename password=password entri es=nax_users
Table 1-7 describes this syntax:

Table 1-7 Syntax for Executing orapwd

Variable Description

fil ename Name of the file where password information is written. The name of the file
must be or apwsi d, and you must supply the full pathname. Its contents are
encrypted and not user-readable. This parameter is mandatory. The
password file is typically created in the $ORACLE_HOVE/ dbs directory.

password This parameter sets the password for the SYS user. If you use an ALTER
USER statement to change the password for the SYS user after you connect
to the database, both the password stored in the data dictionary and the
password stored in the password file are updated. This parameter is
mandatory.

max_users Maximum number of entries that you require the password file to accept.

See Also: See the Oracle9i Database Administrator’s Guide for more
information on using the or apwd utility.

Password Management

For security reasons, the Oracle Database Configuration Assistant locks most Oracle
user accounts after it creates the database. It does not lock the SYS, SYSTEM, or
SCOTT accounts. You must unlock these accounts and change their passwords
before logging in to them. To change the passwords, click the Password
Management button in the Oracle Database Configuration Assistant Summary
window. Alternatively, use SQL*Plus to connect to the database as SYSDBA and
enter the following command:

SQA> ALTER USER user nane | DENTI F ED BY passwd AGOOUNT UNLOK;
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Customizing the Initialization File

The default initialization file (i ni t si d. or a) is provided with the Oracle9i
software. The Oracle Universal Installer creates it in the

$ORACLE_BASE/ adni n/ si d/ pfi | e directory. A sample initialization file is
located in the $ORACLE_HOME/ dbs directory.

Table 1-8 lists default initialization parameter values on UNIX. All Oracle9i
instances assume these values if you do not specify different values for them in the
i nitsid. ora file. Oracle Corporation recommends that you include in the

i ni tsid. ora file only those parameters that differ from the default initialization
parameter values.

Use the SHOW PARAMETERS command in SQL*Plus to display the current values
of these parameters on the system.

See Also: For Tru64, see "TRU64_IPC_NET Initialization
Parameter" on page C-5. For more information on initialization
parameters see the Oracle9i Database Reference, Oracle9i Database
Administrator’s Guide, and the Oracle9i Performance Guide and
Reference.

Table 1-8 Initialization Parameters

Parameter Default Value Range of Values
BACKGROUND_DUMP_DEST ?/ rdbmns/ | og Valid directory name
BITMAP_MERGE_AREA_SIZE 1048576 65536 to unlimited
COMMIT_POINT_STRENGTH 1 0 to 255
CONTROL_FILES ?/ dbs/ cntrl sid. dbf Valid filenames
CREATE_BITMAP_AREA_SIZE 8388608 65536 to unlimited
DB_BLOCK_SIZE 2048 2048 to 16384 (Linux, Solaris)
2048 to 32768 (AIX, HP, Tru64)
DB_CACHE_SIZE 8 MB 8 MB to unlimited
DB_FILES 200 1 to 2000000
DB_FILE_DIRECT_IO_COUNT 64 0 to 1048576/block size
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Table 1-8 Initialization Parameters (Cont.)

Parameter

Default Value

Range of Values

DB_FILE_MULTIBLOCK_READ_COUNT

8

1 to the smaller of the following
values:

. The value of
DB_BLOCK_BUFFERS divided
by 4

. 1048576 divided by the value of
DB_BLOCK_SIZE

DISTRIBUTED_TRANSACTIONS

The value of TRANSACTIONS
divided by 4

0 to unlimited

HASH_AREA_SIZE

The value of SORT_AREA_SIZE
multiplied by 2

0 to unlimited

HASH_MULTIBLOCK_IO_COUNT

0 (self-tuned)

0 to the smallest of the following
values:

. 127

. The value of
DB_BLOCK_BUFFERS divided
by 4

. 1048576 divided by the value of
DB_BLOCK_SIZE

JAVA_POOL_SIZE 24 MB 1000000 to 1000000000
LOCK_SGA FALSE TRUE, FALSE
LOG_ARCHIVE_DEST NULL Valid directory names
LOG_ARCHIVE_FORMAT "% _%s. dbf" Valid filenames

LOG_BUFFER

512 KB or (128 KB multiplied by the
value of CPU_COUNT, which ever is
higher)

66560 to unlimited

LOG_CHECKPOINT_INTERVAL

0

0 to unlimited

MAX_DISPATCHERS

5

1 to maximum number of processes
that can be opened by your operating
system.

MAX_SHARED_SERVERS

2 multiplied by the value of
SHARED_SERVER, if the value of
SHARED_SERVERS is greater than
20, otherwise 20

Between the value of
SHARED_SERVERS and the value of
PROCESSES

SHARED_SERVERS

1, if DISPATCHERS is specified, else 0

Between 1 and PROCESSES

NLS_LANGUAGE

AMERICAN

Valid language names

NLS_TERRITORY

AMERICA

Valid territory names
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Table 1-8 Initialization Parameters (Cont.)
Parameter Default Value Range of Values
OBJECT_CACHE_MAX_SIZE_PERCENT | 10 0 to unlimited
OBJECT_CACHE_OPTIMAL_SIZE 100 KB 10 KB to unlimited
OPEN_CURSORS 50 1 to unlimited
OS_AUTHENT_PREFIX ops$ Arbitrary string
PROCESSES 30, if not 6 to unlimited

PARALLEL_AUTOMATIC_TUNING

SHARED_POOL_SIZE

64 MB on 64-bit systems, 8 MB on
32-bit systems

4194304 to unlimited

SORT_AREA_SIZE

65536 0 to unlimited

Embedded PL/SQL Gateway

Overview

The embedded PL/SQL gateway is a gateway embedded in the Oracle9i server to
provide native support for deploying PL/SQL-based database applications on the
web. The embedded PL/SQL gateway is implemented as an Oracle Servlet Engine
(OSE) servlet, and relies upon the existence and configuration of both the OSE and
mod_ose, the Apache module which supports the OSE. The following instructions
provide information on how to install and configure the gateway.

Two Apache modules, mod_ose and mod_plsql, support web applications
developed using PL/SQL.

The mod_ose module acts as a request router for an OSE running within an Oracle9i
instance. Due to its routing abilities, mod_ose enables stateful OSE applications by
routing stateful requests through the middle tier and back to a specified OSE and
Oraclegi instance. Because the embedded PL/SQL gateway is implemented as an
OSE servlet running in the Oracle9i server, it is able to host stateful, as well as
stateless, PL/SQL web applications. A stateful PL/SQL web application is one in
which all database session states (for example, package and transaction) are
preserved between requests.
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The mod_plsql module is a PL/SQL gateway running within an Apache module in
the middle tier server. It executes PL/SQL procedures in a backend Oracle server
using OCI. The mod_plsgl module currently supports only stateless PL/SQL web
applications.

See Also: For information on developing web applications using
PL/SQL, refer to Using the PL/SQL Gateway which is the generic
PL/SQL gateway documentation.

Installing the Embedded PL/SQL Gateway

As with all OSE servlets, the embedded PL/SQL gateway must be loaded and
published. To load and publish the embedded PL/SQL gateway servlet:

1.

To load the servlet, connect to SQL*Plus as SYS, and run the following script:
SQA > @ORACLE_ HOWE r dbns/ admi n/ i ni t pl gs. sql
The name of the embedded PL/SQL gateway servlet is

oracl e. pl sql . web. PLSQ.Gat eway Ser vl et . To publish the servlet, enter
the following command:

$ $CRACLE HOME bi n/ sess_sh -s http:// C8E host _nane: port -u SYS SYS passwd \
-c "publishservlet -virtual path pls/* /webdonmai ns/ contexts/default \
pl sGat enay SYS oracl e. pl sql . web. PLSQ Gat ewaySer vl et "

In the preceding example, SYS_passwd is the password of the Oracle user SYS.
The default password is CHANGE_ON_INSTALL.

This command publishes the gateway servlet as pl sGat eway with a default
context. The servlet can be accessed using the virtual path / pl s. The following
example shows a URL that might access a gateway servlet:

ht t p: / / host nane/ pl s/ dadnane/ hel | o_worl d

See Also: For more information on using and publishing servlets,
see the Oracle9i Servlet Engine Developer’s Guide.
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Oracle HTTP Server powered by Apache

The Oracle HTTP Server is based on the Apache HTTP Server. Administration tasks
for the server require access to the local system on which the server is running, and
in some cases, requires r oot access.

The Oracle HTTP Server starts automatically on the default port 7777 after
installation. To verify that the server is running, enter the following command:

$ ps -elf | grep httpd

Starting and Stopping the Oracle HTTP Server

If you modify the configuration, you must restart the server. You must be logged in
as the r oot user to start the server with SSL enabled.

To stop the server, enter the following commands:

$ cd $CGRACLE HOME Apache/ Apache/ bi n

$ su root

# ./apachect!| stop

To restart the server, enter the following commands:

$ cd $ARACLE_HOME Apache/ Apache/ bi n
$ su root
# ./apachect| {start|startssl}

Use the st art flag to start a non-SSL enabled server or use the st art ssl flag to
start an SSL enabled server. If you start an SSL enabled server, the default ports are
80 and 443.

Accessing the Default Initial Static Page

The default initial static page contains links to online documentation for Apache as
well as demonstrations for each of the components. To access the initial static page,
use an internet browser to view one of the following URLSs:

« For servers without SSL enabled:
htt p: // Server Nane: 7777/

= For servers with SSL enabled:

htt p: // Ser ver Nane/
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In the preceding example, Ser ver Nane is configured in the Apache server
configuration file ht t pd. conf . To locate the appropriate value in the configuration
file, enter:

$ grep Server Nane $CRACLE _HOME Apache/ Apache/ conf/ ht t pd. conf

Oracle HTTP Server Status
The Oracle HTTP Server provides the following status pages:

htt p: // Ser ver Nane/ ser ver - st at us
htt p: // Ser ver Nane/ server -i nf o
htt p: // Ser ver Nane/ per| - st at us

For security reasons, server status is disabled in the default server configuration
files. To enable server status, edit the
$ORACLE_HOVE/ Apache/ Apache/ conf/ htt pd. conf configuration file.

The Oracle HTTP Server also provides the following Jserv status page, that you can
enable by editing the $ORACLE_HOVE/ Apache/ Jser v/ et ¢/ conf/j serv. conf
configuration file:

htt p:// Server Nane/ j serv

Oracle HTTP Server Log Files

A number of log files are generated by the server. It is important to check them
periodically to make sure that the server is working correctly. By default, the error
log level is set to war n in the configuration files. You can change the default error
level by editing the appropriate configuration file and restarting the server.

The following log files are generated by the server:

$CRACLE_HOMH Apache/ Apache/ | ogs/ access_| og
$CRACLE_HOMH Apache/ Apache/ | ogs/ error_| og
$CRACLE_ HOWE Apache/ Apache/ | ogs/ ssl _engi ne_| og
$CRACLE_ HOWE Apache/ Jser v/ 1 ogs/ j serv. | og
$CRACLE_ HOME Apache/ Jser v/ | ogs/ nod_j serv. | og
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Demonstration Files

This section describes how to build and run the SQL*Loader and PL/SQL
demonstration programs installed with Oracle9i.

SQL*Loader Demonstrations

The following SQL*Loader demonstration files are included with Oracle9i in the
$ORACLE_HOWVE/ r dbns/ denp directory. Run the demonstrations in numerical

order:
ul casel ul case3 ul caseb ul case?
ul case?2 ul case4 ul case6

To Create and Run a Demonstration
Run demonstrations while logged in as the user SCOTT/TIGER. Ensure that:

« The user SCOTT/TIGER has CONNECT and RESOURCE privileges
« The EMP and DEPT tables exist

In the following steps, n represents the demonstration number, listed in the
previous section. To create and run a demonstration:

1. Runtheul casen. sql script corresponding to the demonstration you want to
run:

$ sql pl us SQOTT/ Tl GER @l casen. sql

2. Load the demonstration data into the objects:

$ sgl ldr SOOTT/ TI &R ul casen. ct

The following list provides additional information on the ul case2, ul case6, and
ul case7 demonstrations:

« Forthe ul case2 demonstration, you do not have to run the ul case2. sql
script.

« Forthe ul case6 demonstration, run the ul case6. sqgl script, then enter the
following command:

$ sqgl I dr SOOTT/ TI &R ul case6 D RECT=tr ue
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« Forthe ul case7 demonstration, run the ul case7s. sql script, then enter the
following command:

$ sqgl I dr SQOTT/ TI &R ul case?

After running the demonstration, run the ul case7e. sql script to drop the
trigger and package used by this demonstration.

Administering SQL*Loader

SQL*Loader is used by both database administrators and Oracle9i users. It loads
data from standard operating system files into Oracle database tables.

The SQL*Loader control file includes the following additional file processing
option, the default being st r, which takes no argument:

[ "str" | "fix n" | "var n" ]

The following table describes these processing options:

String Description

"str" Specifies a stream of records, each terminated by a newline character, which are
read in one record at a time. This option is the default.

"fix n" Indicates that the file consists of fixed-length records, each of which is n bytes
long, where n is an integer value.

"var n" Indicates that the file consists of variable-length records, with the length of each
record specified in the first n characters. If you do not specify a value of n,
SQL*Loader assumes a value of 5.

If you do not select the file processing option, the information is processed by
default as a stream of records (" st r"). You might find that the " f i x" option yields
faster performance than the default " st r " option because it does not scan for
record terminators.
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Newline Characters in Fixed Length Records

When using the " f i x" option to read a file containing fixed-length records, where
each record is terminated by a newline character, include the length of the newline
character (one character) when specifying the record length to SQL *Loader.

For example, to read the following file, specify "fi x 4" instead of "fi x 3" to
include the additional newline character:

AAACr >
BBB<cr >
Qax<cr >

If you do not terminate the last record in a file of fixed-length records with a
newline character, do not terminate the other records with a newline character
either. Similarly, if you terminate the last record with a newline character, terminate
all records with a newline character.

Caution: Certain text editors, such as vi , automatically terminate
the last record of a file with a newline character. This leads to
inconsistencies if the other records in the file are not terminated
with newline characters.

Removing Newline Characters

Use the posi ti on(x:y) function in the control file to discard the newline
characters from fixed length records rather than loading them. For example, enter
the following lines in your control file to discard newline characters from the fourth
position:

| oad data

infile xyz.dat "fix 4"

into tabl e abc

( dept position(01:03) char )

Using these lines, SQL*Loader discards newline characters because they are in the
fourth position in each fixed-length record.
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PL/SQL Demonstrations

PL/SQL includes a number of demonstration programs that you can load. The
Oracle9i database must be open and mounted to work with the demonstration

programs.

You must build database objects and load sample data before using these programs.
To build the objects and load the sample data:

1. Change directory to the PL/SQL demonstrations directory:

$ cd $CRACQLE HOME pl sgl / deno

2. Start SQL*Plus and connect as SCOTT/TIGER:

$ sql plus SQOTT/ Tl GER

3. Enter the following commands to build the objects and load the sample data:

SQA> @xanpbl d. sql
SQA > @xanpl od. sql

Note: Build the demonstrations as any Oracle user with sufficient
privileges. Run the demonstrations as the same Oracle user.

PL/SQL Kernel Demonstrations

The following PL/SQL kernel demonstrations are available:

exanpl. sql exanpb. sql
exanmp?2. sql exanp6. sql
exanmp3. sql exanp7. sql
exanp4. sql exanp8. sql

ext proc. sql

exanpll.
exanpl2.
exanpl3.
exanpl4.

sql
sql
sql
sql

sanpl el. sql
sanpl e2. sql
sanpl e3. sql
sanpl e4. sql
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To compile and run the exanpn. sgl or sanpl en. sql PL/SQL kernel
demonstrations:

1. Start SQL*Plus and connect as SCOTT/TIGER:

$ cd $CRACQLE HOME pl sl / deno
$ sql plus SQOTT/ TI &R

2. Enter a command similar to the following to run a demonstration, where
denonane. sql is the name of the demonstration:

Q> @enmonane

To run the ext proc. sql demonstration:

1. If necessary, add an entry for external procedures to the t nsnanes. or a file,
similar to the following:

EXTPROC_CONNECTI QN DATA donai n =

(DESCRPTION =
(ACDRESS LI ST =
) ( ADDRESS=( PROTAOCL = | PO (| KEY = EXTPRX))
( CONNECT_DATA =

(S D = PLSExt Proc)

)

)

2. If necessary, add an entry for external procedures to the | i st ener. or a file,
similar to the following:

S D LIST LI STENER =
(9DLIST =
(S D DESC=
(S D_NAME=PLSEXt Pr oc)
(RACLE_HOME=/ u01/ app/ or acl e/ product /9. 0. 1)
( PRORAMEext pr oc)

Note: The value that you specify for SID_NAME in the
| i st ener. or a file must match the value that you specify for SID
in the t nsnanes. or a file.
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3. Enter the following command to create the ext pr oc. so shared object, build
the required database objects, and load the sample data:

$ make -f deno_pl sql . mk extproc. so exanpbl d exanpl od
Alternatively, if you have already built the database objects and loaded the
sample data, enter the following command:

$ nake -f denmo_pl sql . nk ext proc. so

4. From SQL*Plus, enter the following commands:

SQ > QONNECT SYSTEM MANAGER

SA > GRANT CREATE LI BRARY TO SQOIT;

Q> CONNECT SCOTT/ T1 GRR

SQ> CGREATE R REPLACE LIBRARY demolib |'S
2 ' $CRACLE HOWH pl sql / deno/ ext proc. so’ ;
3/

5. To run the demonstration, enter the following command:

SQA > @xt proc

PL/SQL Precompiler Demonstrations

Note: The make commands shown in this section build the
required database objects and load the sample data in the SCOTT
schema.

The following precompiler demonstrations are available:
exanp9. pc exanpl0. pc sanpl e5. pc sanpl e6. pc

To build all of the PL/SQL precompiler demonstrations, enter the following
commands:

$ cd $CRACQLE HOME pl sgl / deno
$ make -f deno_pl sql . mk denos
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To build a single demonstration, enter its name as the argument in the nake
command. For example, to build the exanp9 demonstration, enter:

$ nake -f deno_pl sqgl . nk exanp9

To run the exanp9 demonstration, enter the following command:

$ ./exanp9
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Tuning for Oracle9i on UNIX

The more your Oracle9i applications increase in complexity, the more you must
tune the system to optimize performance and prevent data bottlenecks. This chapter
describes how to configure your Oracle9i installation to optimize its performance. It
contains the following sections:

« Importance of Tuning

« Operating System Tools

« Oracle SQL Tuning Tools

« Tuning Memory Management

« Tuning Disk 1/0

« Monitoring Disk Performance

« Tuning CPU Usage

« Tuning Oracle Resource Contention and UNIX Kernel Parameters
« Tuning the Operating System Buffer Cache

« Using Raw Devices/Volumes

« Using Trace and Alert Files

See Also: For more information on system tuning, see the Oracle9i
Database Performance Guide and Reference. For additional tuning
information see the following appendices:

« For AlX systems, see Appendix A
« For HP systems, see Appendix B
« For Tru64 systems, see Appendix C
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Importance of Tuning

Oraclegi is a highly-optimizable software product. Frequent tuning optimizes
system performance and prevents data bottlenecks. Although this chapter is written
from the perspective of single-node computer systems, most of the performance
tuning tips provided here are also valid when using Oracle9i Real Application
Clusters and features available with Oracle9i.

Before tuning the system, observe its normal behavior using the tools described in
"Operating System Tools" on page 2-3.

See Also: For more information on tuning, see the Oracle9i Real
Application Clusters Concepts, Oracle9i Real Application Clusters
Administration, and Oracle9i Database Performance Guide and Reference
guides.

Types of Performance Bottlenecks
Performance bottlenecks are often caused by the following:

Memory contention

Memory contention occurs when processes require more memory than is
available. When this occurs, the system pages and swaps processes between
memory and disk.

Disk 1/0 contention

Disk 1/0 contention is caused by poor memory management, poor distribution
of tablespaces and files across disks, or a combination of both.

CPU contention

Although the UNIX kernel usually allocates CPU resources effectively, many
processes compete for CPU cycles and this can cause contention. If you installed
Oracle9i in a multiprocessor environment, there might be a different level of
contention on each CPU.

Oracle resources contention

Contention is also common for Oracle resources such as locks and latches.
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Operating System Tools

Several operating system tools are available to help you assess database
performance and determine database requirements. In addition to providing
statistics for Oracle processes, these tools provide statistics for CPU usage,
interrupts, swapping, paging, context switching, and 1/0 for the entire system.

Common Tools
The following sections provide information on common tools:

= vmstat
.« sar
= iostat

= swap, swapinfo, swapon, and Isps

See Also: For more information on these tools, see the operating system
documentation and UNIX man pages.

vmstat

Use the virst at command to view process, virtual memory, disk, trap, and CPU
activity, depending on the switches you supply with the command. Enter one of the
following commands to display a summary of CPU activity eight times, at
five-second intervals:

« HPand Solaris:
$ vnstat -S5 8

= AIX, Linux, and Tru64:
$ vnstat 58
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sar

The following example shows sample output from the command on Solaris:

procs nenory page di sk faults cpu
rbw swap free si sopi pofr desr fOs0sls3 in sy csussyid
000 1892 5864 0O O 0 O 0 O OO OO O 9 74 24 0 099
000 8535 8372 0O O 0 O OO OO OOUO 46 25 21 0 0100
000 8535 8372 O 0O 0 O OO OO OOO 47 20 18 0 0100
000 8535 8372 0O 0 0 O OO OOOO 2 53 22 20 0 0100
000 8535 8372 0O O 0 O OO OOOOO 8 23 21 0 0100
000 8535 8372 0O O 0 O O O OO OOUO 48 41 23 0 0100
000 8535 8372 O 0O 0 O OO OOOOUO 4 20 18 0 0100
000 8535 8372 0O 0 0 0O OO OOOOO 51 71 24 0 0100

The wcolumn, under the pr ocs column, shows the number of potential processes
that have been swapped out and written to disk. If the value is not zero, swapping
is occurring and your system is short of memory. The si and so columns indicate
the number of swap-ins and swap-outs per second, respectively. Swap-ins and
swap-outs should always be zero.

Note: The output from the vnst at command differs between
platforms. See the man page on your platform for information on
interpreting the output.

Use the sar command to display cumulative activity counters in the operating
system, depending on the switches that you supply with the command. The
following commands display a summary of 1/0 activity ten times, at ten-second
intervals:

$ sar -b 10 10
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jostat

The following example shows sample output from the command on Solaris:

13:32:45 bread/s Iread/s %cache bwit/s Iwit/s %cache pread/s pwit/s

13:32: 55 0 14 100 3 10 69 0 0
13:33: 05 0 12 100 4 4 5 0 0
13:33:15 0 1 100 0 0 0 0 0
13:33: 25 0 1 100 0 0 0 0 0
13:33:35 0 17 100 5 6 7 0 0
13:33: 45 0 1 100 0 0 0 0 0
13:33:55 0 9 100 2 8 80 0 0
13:34: 05 0 10 100 4 4 5 0 0
13:34: 15 0 7 100 2 2 0 0 0
13:34: 25 0 0 100 0 0 100 0 0
Aver age 0 7 100 2 4 41 0 0

Note: On Tru64 systems, the sar command is available in the
UNIX SVID2 compatibility subset, OSFSVID2400.

Use the i ost at command to report terminal and disk activity, depending on the
switches you supply with the command. The output from the i ost at command
does not include disk request queues, but it shows which disks are busy. This
information is valuable when you must balance 1/0 loads.

The following command displays terminal and disk activity five times, at
five-second intervals:

$iostat 55

The following example shows sample output from the command on Solaris:

tty fdo sd0 sdl sd3 cpu
tintout Kps tps serv Kps tps serv Kps tps serv Kps tps serv us sy w id

0 1 0 O 0 0 0 31 0O O 18 3 0 42 0 0 099
0O 16 0 O 0 0 O 0 0 O 0 1 0 14 0 0 0100
0 16 0 O 0 0 O 0 0 O 0 0 O 0O O 0 0100
0 16 0 O 0 0 O 0 0 O 0 0 O 0O O 0 0100
0 16 0 O 0 0 O 0 2 0 14 122 2 47 0 0 198
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Use the i ost at command to look for large disk request queues. A request queue
shows how long the 170 requests on a particular disk device must wait to be
serviced. Request queues are caused by a high volume of 170 requests to that disk
or by 170 with long average seek times. Ideally, disk request queues should be at or
near zero.

swap, swapinfo, swapon, and Isps

Use the swap, swapi nf o, swapon or | sps command to report information on
swap space usage. A shortage of swap space can cause slow response times or even
cause the system to stop responding. The following table lists the appropriate
command to use for your platform:

Platform Command

AlIX I sps -a

HP swapi nfo -m
Linux swapon -s
Solaris swap -|

Tru64 swapon -s

The following example shows sample output from the swap -1 command on

Solaris:
swapfile dev swaplo blocks free
/ dev/ dsk/ cOt 3d0s1 32,25 8 197592 162136

Linux Tools

On Linux systems, use the f r ee command to view information on swap space,
memory, and buffer usage. A shortage of swap space can result in the system
hanging and slow response time.
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Solaris Tools

AlX Tools

On Solaris systems, use the npst at command to view statistics for each processor
in a multiprocessor system . Each row of the table represents the activity of one
processor. The first row summarizes all activity since the last system reboot; each
subsequent row summarizes activity for the preceding interval. All values are
events per second unless otherwise noted. The arguments are for time intervals
between statistics and number of iterations. The following example shows sample
output from the npst at command:

PUnminf mf xcal intr ithr cswicswmgr snix srwsyscl wusr sys w idl
0 0 O 1 71 21 23 0 0 0 0 55 0 0 0 99
2 0 O 1 71 21 22 0 0 0 0 54 0 0 0 99
PUnmnf mf xcal intr ithr cswicswmgr snix srwsyscl wusr sys w idl
0 0 O 0 61 16 25 0 0 0 0 57 0 O 0100
2 1 0 0 72 16 24 0 0 0 0 59 0 O 0100

The following sections list tools available on AlX systems.

See Also: For more information on these tools, see the AlX operating
system documentation and man pages.

AIX System Management Interface Tool

The AIX System Management Interface Tool (SMIT) provides a menu-driven
interface to various system administrative and performance tools. Using SMIT,

you can navigate through large numbers of tools and focus on the jobs you want
to execute.
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Base Operation System Tools

The AlIX Base Operation System (BOS) contains performance tools that are
historically part of UNIX systems or are required to manage the
implementation-specific features of AIX. The following table lists the most
important BOS tools:

Tool Description

| sattr Displays the attributes of devices

I slv Displays information about a logical volume or the logical volume
allocations of a physical volume

net st at Displays the contents of network-related data structures

nf sst at Displays statistics about Network File System (NFS) and Remote
Procedure Call (RPC) activity

ni ce Changes the initial priority of a process

no Displays or sets network options

ps Displays the status of one or more processes

reorgvg Reorganizes the physical-partition allocation within a volume group

time Prints the elapsed execution, user CPU processing, and system CPU

processing time

trace Records and reports selected system events

AlIX Performance Toolbox

The AIX Performance Toolbox (PTX) contains tools for monitoring and tuning
system activity locally and remotely. PTX consists of two main components, the PTX
Manager and the PTX Agent. The PTX Manager collects and displays data from
various systems in the configuration by using the xnper f utility. The PTX Agent
collects and transmits data to the PTX Manager by using the ximser d utility. The
PTX Agent is also available as a separate product called Performance Aide for AlX.
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Both PTX and Performance Aide include the following separate monitoring and
tuning tools:

Tool Description

fdpr Optimizes an executable program for a particular workload

fil enon Uses the trace facility to monitor and report the activity of the file
system

fileplace Displays the placement of a file’s blocks within logical or physical
volumes

| ockst at Displays statistics about contention for kernel locks

| vedit Facilitates interactive placement of logical volumes within a volume
group

net pnon Uses the trace facility to report on network 1/0 and network-related
CPU usage

rnes Simulates systems with various sizes of memory for performance
testing

svnon Captures and analyzes information about virtual-memory usage

syscal | s Records and counts system calls

t pr of Uses the trace facility to report CPU usage at module and
source-code-statement levels

Bi gFoot Reports the memory access patterns of processes

stem Permits subroutine-level entry and exit instrumentation of existing

executables

See Also: For more information on PTX, refer to the AIX
Performance Toolbox for AlIX; Guide and Reference 1.2 and 2.

The syntax of some tool commands is also described in the AIX
Performance Tuning Guide Version 3.2 and 4.
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HP Tools

The following sections list tools available on HP systems.

Performance Tuning Tools

The following table lists the tools that you can use for additional performance
tuning on HP 9000 Series HP-UX systems:

See Also: For more information on these tools, see the HP-UX operating
system documentation and man pages.

Tools Description

gpr of Creates an execution profile for programs

noni t or Monitors the program counter and calls to certain functions
net f nt Monitors the network

net st at Reports statistics on network performance

nf sst at Reports statistics for each processor

nettl Captures network events or packets by logging and tracing
pr of Creates an execution profile of C programs and displays

performance statistics for your program, showing where your
program is spending most of its execution time

profil Copies program counter information into a buffer

top Displays the top processes on the system and periodically
updates the information

HP Performance Analysis Tools
The following HP-UX performance analysis tools are available:

=« GlancePlus/UX
. HP PAK

GlancePlus/UX

This HP-UX utility is an online diagnostic tool that measures the system’s activities.
GlancePlus displays how system resources are being used. It displays dynamic
information about the system’s I/0, CPU, and memory usage in a series of screens.
You can also use the utility to monitor how individual processes are using
resources.
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HP PAK
HP Programmer’s Analysis Kit (HP PAK) currently consists of two tools, Puma and
Thread Trace Visualizer (TTV):

« Puma collects performance statistics during a program run. It provides several
graphical displays for viewing and analyzing the collected statistics.

« TTV displays trace files produced by the instrumented thread library,
i bpthread_tr. sl,inagraphical format. It allows you to view how threads
are interacting and to find where threads are blocked waiting for resources.

HP PAK is bundled with the HP FORTRAN 77, HP Fortran90, HP C, HP C++, HP
ANSI C++, and HP Pascal compilers.

Oracle SQL Tuning Tools

Oracle provides a variety of tools for tuning SQL, including the V$ performance
views, the EXPLAIN PLAN command, the SQL TRACE facility, the TKPROF
facility, and the Autotrace report.

See Also: For information on how to use the SQL tuning tools,
see the Oracle9i Database Performance Guide and Reference.

Tuning Memory Management

Start the memory tuning process by measuring paging and swapping space to
determine how much memory is available. After you have determined your
system’s memory usage, tune the Oracle buffer cache.

The Oracle buffer manager ensures that the more frequently accessed data is cached
longer. If you monitor the buffer manager and tune the buffer cache, you can have a
significant influence on Oracle9i performance. The optimal Oracle9i buffer size for
your system depends on the overall system load and the relative priority of Oracle
over other applications.
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Allocate Sufficient Swap Space

Try to minimize swapping because it causes significant UNIX overhead. To check
for swapping, enter one of the following commands:

« On AlX, Linux, Solaris, and Tru64, use the sar or virtet at commands. See the
man pages for information on the appropriate options to use with these
commands.

=« On HP, use the swapi nf o - mcommand.

If your system is swapping and you must conserve memory:

= Avoid running unnecessary system daemon processes or application processes.
« Decrease the number of database buffers to free some memory.

« Decrease the number of UNIX file buffers, especially if you are using raw
devices.

To determine how much swap space is in use, enter one of the following

commands:

Platform Command

AlX I sps -a

HP swapi nfo -m
Linux swapon -s
Solaris swap - |

Tru64 swapon -s

To add swap space to your system, enter one of the following commands:

Platform Command
AIX chps or nkps
HP swapon
Linux swapon -a
Solaris swap -a
Tru64 swapon -a
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Set the swap space to between two and four times the system’s physical memory.
Monitor the use of swap space and increase it as required.

See Also: See the operating system documentation for more
information on these commands.

Control Paging

Paging might not present as serious a problem as swapping, because an entire
program does not have to be stored in memory to run. A small number of page-outs
might not noticeably affect the performance of your system.

To detect excessive paging, run measurements during periods of fast response or
idle time to compare against measurements from periods of slow response.

Use the virst at or sar command to monitor paging. See the man pages or your
operating system documentation for information on interpreting the results for
your platform. The following columns from the output of this command are
important on Solaris:

Column Description

vilt/s Indicates the number of address translation page faults. Address
translation faults occur when a process references a valid page
not in memory.

rclms Indicates the number of valid pages that have been reclaimed
and added to the free list by page-out activity. This value should
be zero.

If your system consistently has excessive page-out activity, consider the following
solutions:

« Install more memory.
« Move some of the work to another system.

« Configure your kernel to use less memory.
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Adjust Oracle Block Size

A UNIX system reads entire operating system blocks from the disk. If the database
block size is smaller than the UNIX file system buffer size, I/0 bandwidth is
inefficient. If you adjust the Oracle database block size to be a multiple of the
operating system block size, you can increase performance by up to five percent.

The DB_BLOCK_SIZE initialization parameter sets the database block size. You can
change the block size by recreating the database.

To see the current value of the DB_BLOCK_SIZE parameter, enter the SHOW
PARAMETERS command in SQL*Plus.

Tuning Disk 1/0

Balance 1/0 evenly across all available disks to reduce disk access times. For
smaller databases and those not using RAID, ensure that different datafiles and
tablespaces are distributed across the available disks.

Choose the Appropriate File System Type

Depending on the operating system that you use, you can choose from a range of
file systems. File systems have different characteristics, and the techniques they use
to access data can have a substantial impact on database performance. The
following table lists typical file system choices and the platforms on which they are
available:

File System Platform Description

S5 AlX, HP, Solaris UNIX System V file system

UFS AIX, HP, Solaris, Tru64 Unified file system, derived from BSD UNIX
VXFS AlX, Solaris Veritas file system

Raw AIX, HP, Linux, Solaris, Tru64 Raw devices/volumes (No file system)
EXT2 Linux Extended file system for Linux

AdVFS Tru64 Polycenter advanced file system

CFS Tru64 Cluster file system

JFS AIX Journaled file system
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The suitability of a file system to an application is usually undocumented. For
example, even different implementations of the Unified file system are hard to
compare. Performance differences may vary from 0 to 20 percent, depending on the
file system you choose.

If you choose to use a file system:

« Make a new file system to ensure that the hard disk is clean and unfragmented.
« Perform a file system check on the partition before using it for database files.

« Distribute disk 170 as evenly as possible.

« Separate log files from database files.

Monitoring Disk Performance

To monitor disk performance, use the sar - b and sar - u commands.

Table 2-1 describes the columns of the sar - b command output that are significant
for analyzing disk performance.

Table 2-1 sar -b Output Columns

Columns Description

bread/s, bwit/s Blocks read and blocks written per second (important for file
system databases)

pread/s, pwit/s Partitions read and partitions written per second (important
for raw partition database systems)

An important sar - u column for analyzing disk performance is % o, the
percentage of CPU time waiting on blocked 1/70.

Note: Not all Linux distributions display the % o column in the
output of the sar - u command.

Key indicators are:

« Thesum ofthe bread, bwrit, pread, and pwrit columns indicates the level
of activity of the disk 1/0 subsystem. The higher the sum, the busier the I/0
subsystem. The larger the number of physical drives, the higher the sum
threshold number can be. A good default value is no more than 40 for two
drives and no more than 60 for four to eight drives.
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« The % cache column value should be greater than 90 and the %cache
column value should be greater than 60. Otherwise, the system may be disk 1/0
bound.

« Ifthe % o column value is consistently greater than 20, the system is I/0
bound.

Tuning CPU Usage

This section provides information on tuning CPU usage.

Keep All Oracle Users/Processes at the Same Priority

Oracle is designed to operate with all users and background processes operating at
the same priority level. Changing priority levels causes unexpected effects on
contention and response times.

For example, if the log writer process (LGWR) gets a low priority, it is not executed
frequently enough and LGWR becomes a bottleneck. On the other hand, if LGWR
has a high priority, user processes may suffer poor response time.

Tuning Oracle Resource Contention and UNIX Kernel Parameters

You can improve performance by keeping the UNIX kernel as small as possible. The
UNIX kernel typically pre-allocates physical memory, leaving less memory
available for other processes such as the Oracle processes.

Traditionally, kernel parameters such as NBUF, NFILE, and NOFILES were used to
adjust kernel size. However, most UNIX implementations dynamically adjust those
parameters at run time, even though they are present in the UNIX configuration
file.

Look for memory-mapped video drivers, networking drivers, and disk drivers that
can be removed, freeing more memory for use by other processes.

Note: Remember to make a backup copy of your UNIX kernel. See
your operating system documentation for additional information.
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Tuning the Operating System Buffer Cache

To take full advantage of raw devices, adjust the size of the Oracle9i buffer cache
and, if memory is limited, the operating system buffer cache.

The operating system buffer cache holds blocks of data in memory while they are
being transferred from memory to disk, or from disk to memory.

The Oracle9i buffer cache is the area in memory that stores the Oracle database
buffers. Because Oracle9i can use raw devices, it does not need to use the operating
system buffer cache.

If you use raw devices, increase the size of the Oracle9i buffer cache. If the amount
of memory on the system is limited, make a corresponding decrease in the
operating system buffer cache size.

Use the sar command to determine which buffer caches you must increase or
decrease.

See Also: See the UNIX man pages for more information on the
sar command.

Using Raw Devices/Volumes

The following sections provide information on using raw devices/volumes.

Note: For additional raw device/volume tuning information, see
the following appendices:

« For AlX systems, see Appendix A
« For Tru64 systems, see Appendix C
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Guidelines for Using Raw Devices/Volumes
Raw devices/volumes have the following disadvantages when used on UNIX:

« Raw devices/volumes may not solve problems with file size writing limits.

Note: To display current file size limits, enter the following
command:

$ulinmt -a

= Small client systems might not be able to use sufficiently large raw
device/volume partitions.

« If a particular disk drive has intense 1/0 activity and performance would
benefit from movement of an Oracle datafile to another drive, it is likely that no
acceptably sized section exists on a drive with less 1/0 activity. It might not be
possible to move files to other disk drives if you are using raw
devices/volumes.

« Raw devices/volumes may be more difficult to administer than datafiles stored
on a file system.

In addition to the factors described in this section, consider the following issues
when deciding whether to use raw devices/volumes:

= Oracle9i Real Application Clusters installation

Each instance of Oracle9i Real Application Clusters has it’s own log files.
Therefore, in addition to the partitions required for the tablespaces and control
files, each instance requires a minimum of three partitions for the log files. All
the files must be on disks that can be shared by all nodes of a cluster.

« Raw disk partition availability

Use raw devices/volumes for Oracle files only if your site has at least as many
raw disk partitions as Oracle datafiles. If disk space is a consideration and the
raw disk partitions are already formatted, match datafile size to partition size as
closely as possible to avoid wasting space.

You must also consider the performance implications of using all of the disk
space on a few disks as opposed to using less space on more disks.
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Raw Device Setup

Logical volume manager

The logical volume manager manages disk space at a logical level. With logical
volumes, you can create logical disks based on raw partition availability. The
logical volume manager controls fixed-disk resources by:

— Mapping data between logical and physical storage

— Allowing data to span multiple disks and to be discontiguous, replicated,
and dynamically expanded

Dynamic performance tuning

You can optimize disk performance when the database is online by moving files
from disk drives with high activity to disk drives with less activity. Most
hardware vendors who provide the logical disk facility also provide a graphical
user interface you can use for tuning.

Mirroring and online disk replacement

You can mirror logical volumes to protect against loss of data. If one copy of a
mirror fails, dynamic resynchronization is possible. Some vendors also provide
the ability to replace drives online in conjunction with the mirroring facility.

For Oracle9i Real Application Clusters, you can use logical volumes for drives
associated with a single UNIX system, as well as those that can be shared with
more than one computer of a UNIX cluster. Shared drives allow for all files
associated with the Oracle9i Real Application Clusters to be placed on these
shared logical volumes.

Keep the following items in mind when creating raw devices:

When creating the volumes, ensure that the owner is or acl e and the group is
oinstall.

The size of an Oracle datafile created in a raw partition must be at least two
Oracle block sizes smaller than the size of the raw partition.

See Also: Refer to your operating system documentation for more
information on creating raw devices. See "Setting Up Raw Devices"
on page C-10 for more information on creating raw devices on
Tru64 systems.
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Using Trace and Alert Files

Trace Files

Alert Files

This section describes the trace (or dump) and alert files that Oracle9i creates to
diagnose and resolve operating problems.

Each server and background process can write to an associated trace file. When a
process detects an internal error, it writes information on the error to its trace file.
The filename format of a trace file is pr ocessname_uni xpi d_si d. t r ¢, where:

pr ocessnhane Is a three or four-character abbreviated process name
identifying the Oracle9i process that generated the file (for
example, pnon, dbwr, or a, or r eco)

sid Is the instance system identifier
uni xpi d Is the UNIX process ID number

A sample trace filename is $ORACLE_BASE/ admi n/ TEST/ bdunp/ | gw _1237_
TEST.trc.

All trace files for background processes are written to the destination directory
specified by the BACKGROUND_DUMP_ DEST initialization parameter. All trace
files for server processes are written to the destination directory specified by the
USER_DUMP_DEST initialization parameter.

Set the MAX_DUMP_FILE initialization parameter to at least 5000 to ensure that the
trace file is large enough to store error information.

The al ert _si d. | og file stores significant database events and messages.
Anything that affects the database instance or global database is recorded in this
file. This file is associated with a database and is located in the directory specified
by the BACKGROUND_DUMP_DEST initialization parameter. If you do not set
this initialization parameter, the default directory is $ORACLE_HOVE/ r dbns/ | og.
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Administering SQL*Plus

This chapter describes how to use and administer SQL*Plus on Oracle9i. It contains
the following sections:

« Administering SQL*Plus
« Using SQL*Plus
«  SQL*Plus Restrictions
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Administering SQL*Plus

This section describes how to administer SQL*Plus.

Using Setup Files

When you start SQL*Plus, it executes the gl ogi n. sql site profile set-up file and
then executes the | ogi n. sql user profile set-up file.

Using the Site Profile File

The global site profile file is SORACLE_HOWE/ sql pl us/ adm n/ gl ogi n. sql . Ifa
site profile already exists at this location, it is overwritten when you install
SQL*Plus. If SQL*Plus is removed, the site profile file is deleted.

Using the User Profile File

The user profile file is | ogi n. sql . SQL*Plus looks for this file in the current
directory, and then in the directories you specify using the SQLPATH environment
variable. Set this environment variable to a colon-separated list of directories.
SQL*Plus searches these directories for the | ogi n. sql file in the order they are
listed.

The options set in the | ogi n. sql file override those set in the gl ogi n. sql file.

See Also: For more information on profile files, see the SQL*Plus
User’s Guide and Reference.
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Using the PRODUCT USER_PROFILE Table

During a Typical installation, the PRODUCT_USER_PROFILE table is created
automatically. This table is used to disable the SQL and SQL*Plus commands you
specify. To recreate this table, run the

$ORACLE_HOWE/ sql pl us/ admi n/ pupbl d. sql scriptin the SYSTEM schema.

For example, enter:
$ sql plus SYSTEM MANAGER
SQA> @/ sql pl us/ adm n/ pupbl d. sql

SQL*Plus uses the value of the ORACLE_HOME environment variable wherever a
question mark ( ? ) appears.

Using Demonstration Tables
SQL*Plus is shipped with demonstration tables that you can use for testing.

Performing a Typical Installation

During a Typical installation, the user SCOTT and the demonstration tables are
created automatically.

Creating Demonstration Tables Manually

Use the $ORACLE_HOWVE/ sql pl us/ denmp/ denobl d. sql SQL script to create the
demonstration tables. In SQL*Plus, you can use any username to run the

denobl d. sql file to create the demonstration tables in a schema. For example,
enter:

$ sql pl us SAOTT/ TI &R
SQA> @/ sql pl us/ deno/ denobl d. sql

You can also use the $ORACLE_HOME/ bi n/ denobl d shell script to run the
denobl d. sql script by entering the following command:

$ denobl d scott tiger
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Deleting Demonstration Tables

Use the $ORACLE_HOWVE/ sql pl us/ deno/ denodr op. sql script to drop the
demonstration tables. In SQL*Plus, you can use any username to drop the
demonstration tables from the user’s schema. For example, enter:

$ sql pl us SCOTT/ TI &R
SQA> @/ sql pl us/ deno/ denodr op. sql

You can also use the $ORACLE_HOME/ bi n/ denodr op shell script to run the
denodr op. sql script by entering the following:

$ denodrop SOOIT TI GER

Note: Both the denobl d. sql and denodr op. sql scripts drop
the EMP, DEPT, BONUS, SALGRADE, and DUMMY tables. Before
you run these scripts, make sure that these tables do not exist or are
not in use for other purposes.

SQL*Plus Online Help

This section describes how to install and remove the SQL*Plus online help.

See Also: For more information on the SQL*Plus online help, see the
SQL*Plus User’s Guide and Reference.

Installing the SQL*Plus Online Help

There are four ways to install the SQL*Plus online help:
« Perform a Typical installation

When you copy a starter database with pre-built datafiles as part of the Typical
installation, SQL*Plus automatically installs the SQL*Plus online help.

« Use the Database Configuration Assistant

You can use the Oracle Database Configuration Assistant to create help tables
when creating a database.
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« Install the online help manually using the hel pi ns shell script

You can use the $ORACLE_HQOVE/ bi n/ hel pi ns shell script to manually install
the online help. Before you run the script, set the SYSTEM_PASS environment
variable to the SYSTEM username and password. For example, enter:

$ SYSTEM PASS=SYSTEM MANAGER  export SYSTEM PASS

« Install the online help manually using the hel pbl d. sgl SQL script

You can use the $ORACLE_HOVE/ sql pl us/ admi n/ hel p/ hel pbl d. sql
script with the hel pus. sql script to manually install the online help. For
example, enter:

$ cd $CRACLE HOWE sqll pl us/ adni n/ hel p
$ sgl pl us SYSTEM MANAGER
SQA> @el pbl d. sgl  hel pus. sql

Note: Both the hel pi ns shell script and the hel pbl d. sql
SQL*Plus script drop existing online help tables before creating
new tables.

Removing the SQL*Plus Online Help

You can also run the SORACLE_HOVE/ sql pl us/ adm n/ hel p/ hel pdrop. sql in
SQL*Plus to manually drop the online help tables from a schema. For example,
enter:

$ sql plus SYSTEM MANAGER
SQA> @/ sql pl us/ admi n/ hel p/ hel pdr op. sql
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Using SQL*Plus

This section describes how to use SQL*Plus on UNIX systems.

Using a System Editor from SQL*Plus
If you enter an ED or EDIT command at the SQL*Plus prompt, the system starts an

operating system editor, such as ed, enacs, ned, or vi . The PATH variable must
include the directory where the editor executable is located.

When you start the editor, the current SQL buffer is placed in the editor. When you
exit the editor, the changed SQL buffer is returned to SQL*Plus.

You can specify which editor starts by defining the SQL*Plus _EDITOR variable.
You can define this variable in the gl ogi n. sqgl site profile, the logi n. sql user
profile, or define it during the SQL*Plus session. For example, to set the default
editor to vi , enter:

SQ> DEFINE _EDI TCR=vi
If you do not set the EDITOR variable, the value of either the EDITOR or the
VISUAL environment variable is used. If both environment variables are set, the

value of the EDITOR variable is used. When EDITOR, EDITOR, and VISUAL are
not specified, the default editor is ed.

If you start the editor, SQL*Plus uses the af i edt . buf temporary file to pass text
to the editor. You can use the SET EDITFILE command to specify a different
filename. For example, enter:

SQA > SET D TH LE /tnp/ nyfil e. sql

SQL*Plus does not delete the temporary file.

Running Operating System Commands from SQL*Plus

Using the HOST command or an exclamation mark (!) as the first character after the
SQL*Plus prompt causes subsequent characters to be passed to a sub-shell. The
SHELL environment variable sets the shell used to execute operating system
commands. The default shell is the Bourne shell (/ bi n/ sh). If the shell cannot be
executed, an error message is displayed.

To return to SQL*Plus, enter EXIT or press Ctrl+d.
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For example, to execute one command, enter:

Q> comrand

In the preceding example, command represents the operating system command you
want to execute.

To execute multiple operating system commands from SQL*Plus, enter the HOST or
I command then press Return. SQL*Plus returns you to the operating system
prompt.

Interrupting SQL*Plus

While running SQL*Plus, you can stop the scrolling record display and terminate a
SQL statement by pressing Ctrl+c.

Using the SPOOL Command

The default file extension of files generated by the SPOOL command is .| st. To
change this extension, specify a spool file containing a period (.). For example, enter:

SQ> SPOOL query. txt

SQL*Plus Restrictions

This section describes SQL*Plus restrictions.

Resizing Windows

The default values for SQL*Plus LINESIZE and PAGESIZE do not automatically
adjust for window size.

Return Codes

UNIX return codes use only one byte, which is not enough space to return an Oracle
error code. The range for a return code is 0 to 255.
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Using Oracle Precompilers and the Oracle

Call Interface

This chapter describes Oracle Precompilers and the Oracle Call Interface. It contains
the following sections:

Overview of Oracle Precompilers
Pro*C/C++ Precompiler

Pro*COBOL Precompiler

Pro*FORTRAN Precompiler

SQL*Module for Ada (Solaris and AIX Only)
Oracle Call Interface

Custom Make Files

Correcting Undefined Symbols (Solaris Only)
Multi-threaded Applications

Using Signal Handlers

XA Functionality
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Overview of Oracle Precompilers

Oracle precompilers are application-development tools used to combine SQL
statements for an Oracle database with programs written in a high-level language.
Oracle precompilers are compatible with ANSI SQL and are used to develop open,
customized applications that run with Oracle9i or any other ANSI SQL database
management system.

Precompiler Configuration Files

System configuration files for the Oracle Precompilers are located in the
$ORACLE_HOWVE/ pr econp/ adni n directory. Table 4-1 lists the names of the
system configuration files for each precompiler.

Table 4-1 System Configuration Files for Oracle Precompilers

Product Configuration File
Pro*C/C++ release 9.0.1 pcscfg.cfg
Pro*COBOL release 9.0.1 (AlX, HP, Solaris, and Tru64) pcbcfg. cfg
Pro*COBOL release 1.8.75 (AlX, HP, Solaris, and Tru64) pcccob. cfg
Pro*FORTRAN release 1.8.75 pccfor.cfg
Object Type Translator release 9.0.1 ottcfg.cfg
Oracle SQL*Module for Ada release 9.0.1 (Solaris and AlX only) pnscfg.cfg

Relinking Precompiler Executables

Use the $ORACLE_HOVE/ pr econp/ | i b/ i ns_pr econp. nk make file to relink all
precompiler executables. To manually relink a particular precompiler executable,
enter the following command:

$ nmake -f ins_preconp. nk relink EXBNAME=execut abl e
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This command creates the new executable in the $ORACLE_HOVE/ preconp/ li b
directory, and then moves it to the $ORACLE_HOWVE/ bi n directory. To create the
new executable without moving it to the $ORACLE_HOVE/ bi n directory, enter the
following command:

$ make -f ins_preconp. nk executabl e
In the preceding examples, execut abl e is a product executable listed in Table 4-2.

Table 4-2 Products and Their Corresponding Executable Names

Pro*C/C++ release 9.0.1 pr oc

Pro*COBOL release 1.8.75 procobl8orrtsora
Pro*COBOL release 9.0.1 procoborrtsora
Pro*FORTRAN release 1.8.75 pr of or

Oracle SQL*Module for Ada release 9.0.1 nodada

Object Type Translator release 9.0.1 ott

Precompiler README Files

Table 4-3 lists the location of the precompiler README files. The README files
describe changes made to the precompiler since the last release.

Table 4-3 Location of README Files for Oracle Products

Product README File

Pro*C/C++ release 9.0.1 $ORACLE_HOVE/ pr econp/ doc/ proc2/ readmne. doc
Pro*COBOL release 9.0.1 $ORACLE_HOVE/ pr econp/ doc/ procob?2/ r eadmne. doc
Pro*COBOL release 1.8.75 $ORACLE_HQOVE/ pr econp/ doc/ prolx/ readne. t xt

Pro*FORTRAN release 1.8.75
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Issues Common to All Precompilers
The following issues are common to all precompilers.

Note: To run Oracle Precompiler demonstrations, Oracle9i must
already be installed.

Uppercase to Lowercase Conversion

In languages other than C, the compiler converts an uppercase function or
subprogram name to lowercase. This can cause a“ No such user exi sts” error
message. If you receive this error message, verify that the function or subprogram
name in your option file matches the case used in the IAPXTB table.

Vendor Debugger Programs

Precompilers and vendor-supplied debuggers can be incompatible. Oracle
Corporation does not guarantee that a program run using a debugger will perform
the same way when it is run without the debugger.

Value of IRECLEN and ORECLENT
The IRECLEN and ORECLEN parameters do not have maximum values.

Static and Dynamic Linking

You can statically or dynamically link Oracle libraries with precompiler and OCI
applications. With static linking, the libraries and objects of the whole application
are linked together into a single executable program. As a result, application
executables can become very large.

With dynamic linking, the executing code is partly stored in the executable program
and partly stored in libraries that are linked dynamically by the application at
runtime. Libraries that are linked at runtime are called dynamic or shared libraries.
The benefits of dynamic linking are:

« Smaller disk requirements—More than one application or invocation of the
same application can use the same dynamic library:.

= Smaller main memory requirements—The same dynamic library image is
loaded into main memory only once and it can be shared by more than one
application.
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Client Shared Library

The client shared library is located in the $ORACLE_HOVE/ | i b directory. If you use
the Oracle provided denmp_pr oduct . nk make file to link an application, the client
shared library is used by default.

For Solaris and Linux Systems Only
You might receive the following error message when starting an executable:

$ sanpl el
Id.so.1: sanplel: fatal: libclntsh.so.1.0: can't open file: errno=2
Killed

If you receive this error message, set the LD_LIBRARY_PATH environment variable
as follows:

$ LD LI BRARY PATHESCRACLE HOME/ | i b: ${LD LI BRARY_PATH

$ export LD LI BRARY PATH

The client shared library is created automatically during installation. If you must
recreate the client shared library:

1. Exit all client applications using the client shared library, including all Oracle
client applications such as SQL*Plus and Recovery Manager.

2. Loginasthe oracl e user and enter:

$ gencl nt sh

For AIX Systems Only

You might receive the following error message when starting an executable:
$ sanpl el

exec(): 0509-036 Cannot | oad program./sanpl el because of the fol |l ow ng
errors:

0509-022 Cannot load library libclntsh.sl [shr.Q]
0509-026 Systemerror: Afile or directory in the pathnane does not exist.
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If you receive this error message, set the LIBPATH environment variable as follows:
$ LI BPATH=SCRACLE HOME | i b: ${ LI BPATH

$ export LI BPATH

The client shared library is created automatically during installation. If you must
recreate the client shared library:

1. Exit all client applications using the client shared library, including all Oracle
client applications such as SQL*Plus and Recovery Manager.

2. Loginasthe oracl e user and enter:

$ gencl ntsh

For Tru64 Systems Only
You might receive the following error message when starting an executable:

$ sanpl el
/sbin/loader: Fatal Eror: Cannot map |ibclntsh. so
Killed

If you receive this error message, set the LD _LIBRARY_PATH environment variable
as follows:

$ LD LI BRARY PATH=SCRACLE HOME | i b: ${LD LI BRARY_PATH

$ export LD LI BRARY PATH

The client shared library is created automatically during installation. If you must

recreate the client shared library:

1. Exit all client applications using the client shared library, including all Oracle
client applications such as SQL*Plus and Recovery Manager.

2. Login asthe or acl e user and enter:

$ gencl nt sh
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For HP Systems Only

You might receive the following error message when starting an executable:
$ sanpl el

fusr/lib/didsl: Can't open shared library:

/u0l/ app/ oracl e/ product/9.0. 1/ 1ib/libclntsh.sl.8.0

fusr/lib/did.sl: Nosuch file or directory
Abort (core dunped)

If you receive this error message, set the SHLIB_PATH environment variable as
follows:

$ SH.I B PATHESCRACLE HOME/ | i b: ${ SH.I B_PATH

$ export SH.I B _PATH

The client shared library is created automatically during installation. If you must
recreate the client shared library:

1. Exit all client applications using the client shared library, including all Oracle
client applications such as SQL*Plus and Recovery Manager.

2. Loginasthe or acl e user and enter:

$ cd SCRACLE HOME/ rdbns/ | i b
$ nake -f ins_rdons. nk |ibcl ntsh. sl
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Pro*C/C++ Precompiler
Before you use the Pro*C/C++ precompiler, verify that the correct version of the
operating system compiler is properly installed.
See Also: See the Oracle9i Installation Guide Release 1 (9.0.1) for
UNIX Systems for operating system requirements.

For additional information on the Pro*C/C++ precompiler and
interface features, see the Pro*C/C++ Precompiler Programmer’s
Guide.

Pro*C/C++ Demonstration Programs

Demonstration programs are provided to show the features of the Pro*C/C++
precompiler. There are three types of demonstration programs: C, C++, and Object
programs. Object programs demonstrate the new Oracle9i Object features. All of the
demonstration programs are located in the $ORACLE_HOVE/ pr econp/ deno/ pr oc
directory. By default, all programs are dynamically linked with the client shared
library.

The programs assume that the demonstration tables created by the
$ORACLE_HOWE/ sql pl us/ demp/ denpbl d. sql script exist in the SCOTT schema
with the password TIGER.

Use the deno_pr oc. mk make file, located in the

$ORACLE_HOWE/ pr econp/ denmo/ pr oc/ directory, to create the demonstration
programs. For example, to precompile, compile, and link the sanpl el
demonstration program, enter the following command:

$ nake -f deno_proc. nk sanpl el

To create all of the C demonstration programs for Pro*C/C++, enter:

$ nake -f deno_proc. nk sanpl es

To create all of the C++ demonstration programs for Pro*C/C++, enter:

$ nake -f deno_proc. nk cppsanpl es

To create all of the Object demonstration programs for Pro*C/C++, enter:

$ nake -f deno_proc. nk obj ect_sanpl es
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Some demonstration programs require you to run a SQL script, located in the
$ORACLE_HOVE/ pr econp/ deno/ sql directory. If you do not run the script, a
message displays requesting you to run it. To build a demonstration program and
run the corresponding SQL script, include the make macro argument RUNSQL=r un
on the command line. For example, to create the cal | denb demonstration program
and run the required $ORACLE_HOVE/ pr econp/ deno/ sql / cal | deno. sql
script, enter:

$ nake -f deno_proc. nk cal | deno RINSQL=r un
To create all of the Object demonstration programs and run all corresponding
required SQL scripts, enter:
$ nake -f deno_proc. nk obj ect_sanpl es RUNSQ=run
See Also: For information on using SQL*Plus to create the

demonstration tables, see "Using Demonstration Tables" on
page 3-3.

Pro*C/C++ User Program

You can use the $ORACLE_HOVE/ pr econp/ deno/ pr oc/ denp_pr oc. nk make
file to create user programs. The syntax for linking a program with the
deno_proc. nmk make file is:

$ nake -f deno_proc.nk target C(BJS="objfilel objfile2 ..." EXE=exenane

In the preceding example:
« target isthe make file target that you want to use (for example, bui | d)
« objfil en isthe object file to link the program

« exenane is the executable program
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For example, to create the program mypr og from the Pro*C/C++ source file
mypr og. pc, enter one of the following commands, depending on the source and
the type of executable you want to create.

« For Csource, dynamically linked with the client shared library, enter:

$ nake -f deno_proc. nk build CBIS=nyprog. o EXE=nyprog

« For Csource, statically linked, enter:

$ nake -f deno_proc. nk build_static CBIS=nyprog. o EXE=nyprog

« For C++ source, dynamically linked with the client shared library, enter:

$ nake -f deno_proc. nk cppbui | d CBIS=nyprog. o EXE=nyprog

« For C++ source, statically linked, enter:

$ nake -f deno_proc. nk cppbuild static BIS=nyprog.o EXE=nyprog

Note: On AlX and HP, the demo_pr oc. mk make file builds 64 bit
user programs by default. You can also use this make file to build
32 bit user programs. See the make file for more information on
creating 32 bit user programs.

Pro*COBOL Precompiler

There are two versions of Pro*COBOL included with this release. Table 4-4 shows
the naming conventions for each version.

Table 4-4 Pro*COBOL Naming Differences

Item Pro*COBOL Release 9.0.1 Pro*COBOL Release 1.8.75
Executable pr ocob procobl8

Demonstration Directory pr ocob2 pr ocob

Make file for Merant Server Express COBOL  deno_pr ocob. nmk deno_procob18. nmk

Make file for Sun Nihongo COBOL deno_procob. nk. nsun deno_procob18. k. nsun

4-10 Oracle9i Administrator's Reference



Pro*COBOL Precompiler

Pro*COBOL supports statically linked, dynamically linked, or dynamically loadable
programs. Dynamically linked programs use the client shared library. Dynamically
loadable programs use the r t sor a executable located in the $ORACLE_HOVE/ bi n

directory.

Pro*COBOL Environment Variables
This section describes the environment variables required by Pro*COBOL.

Merant Server Express COBOL Compiler

For the Merant Server Express COBOL compiler, you must set the COBDIR and
LD_LIBRARY_PATH environment variables.

COBDIR Set the COBDIR environment variable to the directory where the
compiler is installed. For example, if the compiler is installed in the / opt / cobol
directory, enter:

$ QBD R=${ QBO R : $/ opt / cobol
$ export GCBO R

LD LIBRARY_PATH The LD_LIBRARY_PATH environment variable must include
the $COBDI R/ cobl i b directory. To add this directory to the LD_LIBRARY_PATH
environment variable, enter:

$ LD LI BRARY PATH=${ LD LI BRARY PATH : $QCBD R cobl i b
$ export LD LI BRARY PATH

If the LD_LIBRARY_PATH environment variable setting does not include the
$COBDI R/ cobl i b directory, one of the following error messages appears when
you compile a program:

«  On Tru64:
14783 rtspra: /shin/loader: Fatal Error: cannot nap |ibw c8.so

=« On AlX, HP, and Solaris:

ld.so.1: rts32: fatal: libfhutil.so.2.0: can’'t open file: errno=2
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Sun Nihongo COBOL Compiler

For the Sun Nihongo COBOL compiler, you must set the PATH and
LD_LIBRARY_PATH environment variables.

PATH Set the PATH environment variable to include the / opt / SUNWAsun/ bi n
directory, as follows:

$ PATH ${PATH : / opt / SUNWAsun/ bi n
$ export PATH

LD_LIBRARY_PATH The LD_LIBRARY_PATH environment variable must include
the / opt / SUNWAsun/ bi n directory. To add this directory to the
LD_LIBRARY_PATH environment variable, enter:

$ LD LI BRARY PATH=${ LD LI BRARY_PATH : / opt / SUN\isun/ bi n
$ export LD LI BRARY PATH

If the LD_LIBRARY_PATH environment variable setting does not include the
[ opt / SUNWAsun/ bi n directory, the following error message appears when you
compile a program:

Id.so.1: cobol: fatal: liblicense.so: can't open file: errno=2

Sun Nihongo COBOL Make Filenames

If you are using Sun Nihongo COBOL, you might want to rename the make files to
match the examples and create a backup copy of the files, as follows:

« For Pro*COBOL release 9.0.1, enter:

$ cd $CRACLE_HOME pr econp/ deno/ pr ocob2
$ nv deno_procob. nk deno_pr ocob. nk. nf
$ cp deno_procob. nk. nsun deno_pr ocob. nk

« For Pro*xCOBOL release 1.8.75, enter:

$ cd $CRACLE_HOWE pr econp/ deno/ pr ocob
$ nv deno_procobl8. nk deno_procobl18. nk. ni
$ cp deno_procobl8. nk. nsun deno_pr ocobl8. nk
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Pro*COBOL Oracle Runtime System

Oracle provides its own complete runtime system, called r t sor a, to run
dynamically loadable ProxCOBOL programs. Use the r t sor a runtime system in
place of the cobr un runtime system provided by Merant to run dynamically
loadable Pro*COBOL programs. If you attempt to run a Pro*COBOL program with
cobr un, you receive the following error:

$ cobrun sanpl el. gnt

Load error : file ' SQLADR
error code: 173, pc=0, call=1, seg=0
173 Called programfile not found in drive/directory

Pro*COBOL Demonstration Programs

Demonstration programs are provided to show the features of the Pro*xCOBOL
precompiler. The demonstration programs are located in either the
$ORACLE_HOWVE/ pr econp/ deno/ pr ocob directory or the

$ORACLE_HOWE/ pr econp/ denmp/ procob?2 directory, depending on the
Pro*COBOL version. By default, all programs are dynamically linked with the client
shared library.

The programs assume that the demonstration tables created by the
$ORACLE_HOWE/ sql pl us/ demp/ denpbl d. sql script exist in the SCOTT schema
with the password TIGER.

Use the appropriate make file to create the demonstration programs:
« For Pro*COBOL release 9.0.1, use:
$CRACLE_HOWE pr econp/ deno/ pr ocob/ denmo_pr ocob. nk

« For Pro*COBOL release 1.8.75, use:
$CRACLE_HOWE pr econp/ deno/ pr ocob/ dermo_pr ocob18. nk

Note: The following examples assume that you are using the
make file for Pro*xCOBOL release 9.0.1.
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To precompile, compile, and link the sanpl el demonstration program for
ProCOBOL, enter:

$ nake -f deno_procob. nk sanpl el

To create all of the Pro*xCOBOL demonstration programs, enter:

$ nmake -f deno_procob. nk sanpl es

To create and run a dynamically loadable sanpl el. gnt program to be used with
the rt sor a runtime system, enter:

$ nake -f deno_procob. nk sanpl el. gnt
$ rtsora sanpl el. gnt

Some demonstration programs require you to run a SQL script, located in the
$ORACLE_HOVE/ pr econp/ deno/ sql directory. If you do not run the script, a
message displays requesting you to run it. To build a demonstration program and
run the corresponding SQL script, include the make macro argument RUNSQL=r un
on the command line. For example, to create the sanpl €9 demonstration program
and run the required $ORACLE_HOVE/ pr econp/ deno/ sql /sanpl €9. sql script,
enter:

$ nake -f deno_procob. nk sanpl €9 RUNSQ=run
To create all of the Pro*xCOBOL demonstration programs and run all corresponding
required SQL scripts, enter:

$ nake -f deno_procob. nk sanpl es RUNSQL=run

Pro*COBOL User Programs

You can use the appropriate demonstration make file to create user programs,
depending on the version of Pro*COBOL you are using. The syntax for linking a
program with the demonstration make file is:

« For Pro*COBOL release 9.0.1, enter:
$ nake -f deno_procob. nk target OOBS="cobfilel cobile2 ..." EXE=exenane

« For Pro*COBOL release 1.8.75, enter:
$ nake -f deno_procobl8. nk target GCBS="cobfilel cobfile2 ..." BEXE=
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In the preceding examples:

« target isthe make file target that you want to use (for example, bui | d)
« cobfilenisthe COBOL source file for the program

« exenane is the executable program

For example, to create the program mypr og, enter one of the following commands,
depending on the source and type of executable you want to create:

« For COBOL source, dynamically linked with the client shared library, enter:

$ nake -f deno_procob. nk bui | d GBS=nyprog. cob EXE=nypr og

« For COBOL source, statically linked, enter:
$ nake -f deno_procob. nk buil d_stati c GXBS=nyprog. cob EXE=nyprog

« For COBOL source, dynamically loadable for use with r t sor a, enter:

$ nake -f deno_procob. nk nyprog. gnt

FORMAT Precompiler Option

The FORMAT precompiler option specifies the format of input lines for COBOL. If
you specify the default FORMAT=ANSI , columns 1 to 6 contain an optional sequence
number, column 7 indicates comments or continuation lines, paragraph names
begin in columns 8 to 11, and statements begin in columns 12 to 72.

If you specify FORMAT=TERM NAL, columns 1 to 6 are dropped, making column 7
the left-most column.
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Pro*FORTRAN Precompiler

Before you use the Pro*FORTRAN precompiler, verify that the correct version of the
compiler is installed.

See Also: See the Oracle9i Installation Guide Release 1 (9.0.1) for
UNIX Systems for operating system requirements.

For additional information on the Pro*FORTRAN precompiler and
interface features, see the Pro*FORTRAN Precompiler Programmer’s
Guide.

Pro*FORTRAN Demonstration Programs

Demonstration programs are provided to show the features of the Pro*FORTRAN
precompiler. All of the demonstration programs are located in the
$ORACLE_HOWE/ pr econp/ deno/ pr of or directory. By default, all programs are
dynamically linked with the client shared library.

The programs assume that the demonstration tables created by the
$ORACLE_HOWE/ sql pl us/ denmp/ denpbl d. sql script exist in the SCOTT schema
with the password TIGER.

Use the denmo_pr of or . mk make file, located in the

$ORACLE_HOWVE/ pr econp/ deno/ pr of or directory, to create the demonstration
programs. For example, to precompile, compile, and link the sanpl el
demonstration program, enter:

$ nake -f demo_profor. nk sanpl el

To create all of the Pro*FORTRAN demonstration programs, enter:

$ nake -f deno_profor.nk sanpl es

Some demonstration programs require you to run a SQL script, located in the
$ORACLE_HOVE/ pr econp/ deno/ sql directory. If you do not run the script, a
message displays requesting you to run it. To build a demonstration program and
run the corresponding SQL script, include the make macro argument RUNSQL=r un
on the command line. For example, to create the sanpl el1l demonstration program
and run the required $ORACLE_HOVE/ pr econp/ deno/ sql / sanpl ell. sql
script, enter:

$ nake -f denmo_profor. nk sanpl ell RUNSQ=run
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To create all of the Pro*FORTRAN demonstration programs and run all
corresponding required SQL scripts, enter:

$ nake -f deno_profor. nk sanpl es RUNSQL=run

Pro*FORTRAN User Programs

You can use the $ORACLE_HQOVE/ pr econp/ deno/ pr of or / deno_pr of or . nk
make file to create user programs. The syntax for linking a program with the
deno_proc. nk make file is:

$ nake -f deno_profor.nk target FORS="forfilel forfile2 ..." BEXE=exenane

In the preceding example:

« target isthe make file target that you want to use (for example, bui | d)
« forfilenisthe FORTRAN source for the program

= exenane is the executable program

For example, to create the program mypr og, from the Pro*FORTRAN source file
mypr og. pf o, enter one of the following commands, depending on the type of
executable that you want to create:

« For an executable dynamically linked with the client shared library, enter:

$ make -f deno_profor.nk build FORS=nyprog. f EXE=nyprog

« Foran executable statically linked, enter:

$ make -f deno_profor.nk build_static FORS=nyprog.f BEXE=nyprog
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SQL*Module for Ada (Solaris and AlX Only)

Before using SQL*Module for Ada, verify that the correct version of the compiler is
installed.

See Also: See the Oracle9i Installation Guide Release 1 (9.0.1) for
UNIX Systems for operating system requirements. For additional
information on the SQL*Module for Ada, see the SQL*Module for
Ada Programmer’s Guide.

SQL*Module for Ada Demonstration Programs

Demonstration programs are provided to show the features of SQL*Module for
Ada. All of the demonstration programs are located in the

$ORACLE_HOWE/ pr econp/ denmp/ nodada directory. By default, all programs are
dynamically linked with the client shared library.

The chl_dr v demonstration program assumes that the demonstration tables
created by the $ORACLE_HOVE/ sql pl us/ deno/ denobl d. sqgl script exist in the
SCOTT schema with the password TIGER.

The dental sp and denmbhost demonstration programs require that the sample
college database exists in the MODTEST schema. You can use the appropriate make
command to create the MODTEST schema and load the sample college database.

To create all of the SQL*Module for Ada demonstration programs, run the
necessary SQL scripts to create the MODTEST user, and create the sample college
database, enter:

$ nake -f deno_nodada. nk al | RUNSQ-=run

To create a single demonstration program (denohost ), and run the necessary SQL
scripts to create the MODTEST user, and create the sample college database, enter:;
$ nake -f deno_nodada. nk nakeuser | oaddb denohost RUNSQ.=run

To create all of the SQL*Module for Ada demonstration programs, without
recreating the sample college database, enter:

$ nake -f deno_nodada. nk sanpl es

To create a single demonstration program (denohost ), without recreating the
sample college database, enter:

$ nake -f deno_nodada. nk denohost
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All programs assume that an Oracle Net connect string or alias named
INST1 ALIAS is defined and is capable of connecting to the database where the
appropriate tables exist.

SQL*Module for Ada User Programs

Use the $ORACLE_HOWE/ pr econp/ deno/ nodada/deno_nodada. nmk make file to
create user programs. The syntax for linking a user program with the
deno_nodada. nk make file is:

$ nake -f deno_nodada. nk ada (BJS="nodul el nodul €2 ..." \
ExXE=exenane MIDARGS=SQ*Mbddul e_ar gunent s

In the preceding example:
« nodul en is acompiled Ada object
= exenane is the executable program

« SQ.*Modul e_ar gunent s are the command line arguments to be passed to the
SQL*Module

See Also: For more information on SQL*Module for Ada user
programs, see the SQL*Module for Ada Programmers Guide.
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Oracle Call Interface
Before you use the Oracle Call Interface (OCIl), verify that the correct version of
Pro*C/C++ is installed.

See Also: See the Oracle9i Installation Guide Release 1 (9.0.1) for
UNIX Systems for the required version of Pro*C/C++ for your
operating system.

For additional information on the Oracle Call Interface, see the
Oracle Call Interface Programmer’s Guide.

OCI Demonstration Programs

Demonstration programs are provided that show the features of the OCI. There are
two types of demonstration programs: C and C++. All of the demonstration
programs are located in the $ORACLE_HOVE/ r dbns/ deno directory. By default, all
programs are dynamically linked with the client shared library.

Many of the demonstration programs assume that the demonstration tables created
by $ORACLE_HOME/ sql pl us/ deno/ denpbl d. sql script exist in the SCOTT
schema with the password TIGER.

Use the denmo_r dbns. nk make file, located in the $ORACLE_HOVE/ r dbns/ denp
directory, to create the demonstration programs. For example, to compile and link
the cdenpl demonstration program, enter the following command:

$ nake -f deno_rdbns. nk cdenmol

To create all of the C demonstration programs for OCI, enter:

$ nake -f deno_rdbns. nk denos

To create all of the C++ demonstration programs for OCI, enter:

$ nake -f deno_rdbns. nk c++denos
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OCI User Programs

You can use the $ORACLE_HOVE/ r dbirs/ denp/deno_r dbis. nk make file to
create programs. The syntax for linking a user program with dermo_r dbns. nk is:

$ nake -f deno_rdbns. nk target (BIJS="objfilel objfile2 ..." EXE=exenane

In the preceding example:

« target isthe make file target that you want to use (for example, bui | d)
« obj fil enisthe object file to link the program

« exenane is the executable program

For example, to create the mypr og program from the C/C++ source nypr og. c,
enter one of the following commands, depending on the type of executable you
want to create:

« For C source, dynamically linked with the client shared library, enter:

$ nake -f deno_rdbns. nk bui |l d CBIS=nyprog. o EXE=nypr og

« For Csource, statically linked, enter:

$ nake -f deno_rdbns. nk buil d_static CBIS=nyprog. o EXE=nyprog

« For C++ source, dynamically linked with the client shared library, enter:

$ nake -f deno_rdbns. nk bui | dc++ (BIS=nyprog. o EXE=nypr og

« For C++ source, statically linked, enter:;

$ nake -f deno_rdbns. nk bui | dc++_static CBIS=nyprog. o EXE=nypr og

Note: In the preceding examples, the file nypr og. o is the object
file generated by the compiler.
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Custom Make Files

Oracle Corporation recommends that you use the provided denmo_pr oduct . nk
make files to link user programs as described in the specific product sections of this
chapter. If you modify the provided make file, or if you choose to use a
custom-written make file, the following restrictions apply:

Do not modify the order of the Oracle libraries. Oracle libraries are included on
the link line more than once so that all of the symbols are resolved during
linking. This information does not apply to AlX-based systems.

The order of the Oracle libraries is essential for the following reasons:

— Oracle libraries are mutually referential. Functions in library A call
functions in library B, and functions in library B call functions in library A.

— The HP and Tru64 linkers are one-pass linkers. The AlX, Linux, and Solaris
linkers are two-pass linkers.

If you add your own library to the link line, add it to the beginning or to the
end of the link line. Do not place user libraries between the Oracle libraries.

If you choose to use a make utility such as nmake or GNU nake, be aware of
how macro and suffix processing differs from the make utility provided with
the platform. Oracle make files are tested and are supported with the make
utility for your platform.

Oracle library names and the contents of Oracle libraries are subject to change
between releases. Always use the deno_pr oduct . nk make file that ships with
the current release as a guide to determine the required libraries.
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Correcting Undefined Symbols (Solaris Only)

Oracle provides the synf i nd utility to assist you in locating a library or object file
where a symbol is defined. When linking a program, undefined symbols are a
common error that produce an error message similar to the following:

$ nake -f deno_proc. nk sanpl el

Undef i ned first referenced
synbol infile

sql cex sanpl el. o

sqlglm sanpl el. o

Id: fatal: Synbol referencing errors. No output witten to sanpl el

The error occurs when the linker cannot find a definition for a referenced symbol. If
this error message occurs, ensure that the library or object file containing the
definition exists on the link line and that the linker is searching the correct
directories for the file.

The following example shows the output from the synf i nd utility, used to locate
the sqgl cex symbol:

$ synfind sql cex

SynFind - Fnd Synbol <sglcex>in <**>a, .0, .so

Gonmand: /u0l/ app/ or acl e/ product/ 9. 0. 1/ bi n/ synii nd sql cex
Local Drectory: /uOl/ app/oracl e/ product/9.0.1

Qutput Fle: (none)

Not e: | do not traverse synbolic |inks

Wse '-Vv' option to show any symbolic |inks

Locating Archive and (hject files ...

[11645] | 467572| A4|FUNC |AB |0 | 8 | sql cex
NANNNNNNNNNNNNNNNNNNNNNNNNNNNNNNNNNN . /l | b/l | bcl nt Sh. Sl
[35] | 0] 44 FUNC |ACB |0 |5 | sql cex

ANNNANANNNNNNNNNNNNNNNNNNNNNNNNNNNNNN /l | b/l | bsql a
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Multi-threaded Applications

The Oracle libraries provided with this release are thread safe, allowing support for
multi-threaded applications.

Using Signal Handlers

Oracle9i uses signals for two-task communication. Signals are installed in a user
process when you connect to the database and are removed when you disconnect.

Table 4-5 describes the signals that Oracle9i uses for two-task communication.

Table 4-5 Signals for Two-Task Communication

Signal Description

SIGCLD The pipe driver uses SIGCLD, also referred to as SIGCHLD, when an Oracle
process dies. The UNIX kernel sends a SIGCLD signal to the user process. The
signal handler uses the wait() routine to determine whether a server process
died. The Oracle process does not catch SIGCLD; the user process catches it.

SIGCONT  The pipe two-task driver uses SIGCONT to send out-of-band breaks from the
user process to the Oracle process.

SIGINT Two-task drivers use SIGINT to detect user interrupt requests. The Oracle
process does not catch SIGINT; the user process catches it.

SIGIO Oracle Net protocols use SIGIO to indicate incoming networking events.

SIGPIPE The pipe driver uses SIGPIPE to detect end-of-file on the communications
channel. When writing to the pipe, if no reading process exists, a SIGPIPE
signal is sent to the writing process. Both the Oracle process and the user
process catch SIGPIPE. SIGCLD is similar to SIGPIPE, but only applies to user
processes, not to Oracle processes.

SIGTERM  The pipe driver uses SIGTERM to signal interrupts from the user to the Oracle
process. This occurs when the user presses the interrupt key, Ctrl+c. The user
process does not catch SIGTERM; the Oracle process catches it.

SIGURG Oracle Net TCP/IP drivers use SIGURG to send out-of-band breaks from the
user process to the Oracle process.

The listed signals affect Pro*C and all other precompiler applications. You can
install one signal handler for SIGCLD (or SIGCHLD) and SIGPIPE when connected
to the Oracle process. If you call the osnsui() routine to set it up, you can have more
than one signal handle for SIGINT. For SIGINT, use osnsui() and osncui() to register
and delete signal-catching routines.
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You can also install as many signal handlers as you want for other signals. If you are
not connected to the Oracle process, you can have multiple signal handlers.

Example 4-1 shows how to set up a signal routine and a catching routine.

Example 4-1 Signal Routine and Catching Routine

[* user side interrupt set */

word osnsui ( /*_ word *handl p, void (*astp), char * ctx, _*/)

/*

** osnsui: (perating Systemdependent Network Set Wser-side Interrupt. Add an
** interrupt handling procedure astp. Wienever a user interrupt(such as a "Q
** occurs, call astp with argunent ctx. Put in *handl p handle for this

** handler so that it may be cleared with osncui. Note that there may be nmany
** handl ers; each shoul d be cleared using osncui. An error code is returned if
** an error occurs.

*/

/* user side interrupt clear */

word osncui ( /*_ word handle _*/ );

/*

** osncui : (perating Systemdependent dear Wser-side Interrupt. dear the

** gpecified handl er. The argunent is the handl e obtai ned fromosnsui. An error
** code is returned if an error occurs.

*/

Example 4-2 shows how to use the osnsui() and the osncui() routines in an
application program.

Example 4-2 osnsui() and osncui() Routine Template

/*

** Wser interrupt handl er tenpl ate.
*

/

voi d si g_handl er ()
{

}

nai n(argc, argv)
int arc;

char **argv;

{

int handl e, err;
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/* set up ny user interrupt handl er */

if (err = osnsui (&andl e, sig handler, (char *) 0))

{

/* if the return value is non-zero, an error has occurred
Take appropriate action for the error. */

/* clear ny interrupt handl er */

if (err = osncui (handl e))

{

/* if the return value is non-zero, an error has occurred
Take appropriate action for the error. */

XA Functionality

Oracle XA is the Oracle implementation of the X/Open Distributed Transaction
Processing (DTP) XA interface. The XA standard specifies a bi-directional interface
between resource managers (for example, Oracle) that provide access to shared
resources within transactions, and between a transaction service that monitors and
resolves transactions.

Oracle Call Interface has XA functionality. When building a TP-monitor XA
application, ensure that the TP-monitor libraries (that define the symbols ax_reg
and ax_unreg) are placed in the link line before the Oracle client shared library. This
link restriction is required only when using the XA dynamic registration (Oracle XA
switch xaoswd).

Oracle9i does not support Oracle7 release 7.1.6 XA calls (although it does support
Oracle7 release 7.3 XA calls). Therefore, TP-monitor XA applications using Oracle7
release 7.1.6 XA calls must be relinked with the Oracle9i XA library. The Oracle9i
XA calls are defined in both the $ORACLE_HOVE/ | i b/ | i bcl nt sh. sl shared
library and the $ORACLE_HOME/ | i b/ I'i bcl i ent 9. a static library.
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Configuring Oracle Net Services

This chapter decribes how to configure Oracle Net Services on AlX, HP, Linux,
Solaris, and Tru64 systems. It contains the following sections:

Core Oracle Net Services Products and Features
Oracle Net Services Protocol Support

Bequeath (BEQ) Protocol Support

IPC Protocol Support

RAW Protocol Support

TCP/IP Protocol Support

Oracle Enterprise Manager

Configuring Oracle Intelligent Agent for Oracle SNMP

Oracle Advanced Security

See Also: For more information on Oracle networking, refer to
the Oracle9i Net Services Administrator’s Guide.
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Core Oracle Net Services Products and Features

This section describes core Oracle Net Services products and features.

Oracle Net Services and Utilities

This section describes the files and utilities that you can use to configure Oracle Net
Services products.

Location of Oracle Net Services Configuration Files

Oracle Net Services searches the following locations for configuration files, in the
following order:

1. Forthesql net. or a file, the current working directory from where an
application is run.

2. The directory specified by the TNS_ADMIN environment variable, if set.

3. One of the following directories:
« For HP, Linux, Solaris, and Tru64 systems, the/ var / opt / or acl e directory
« For AlX, the/ et c directory

4. The $ORACLE_HOVE/ net wor k/ admi n directory

To set the TNS_ADMIN environment variable in the startup files of all network
users, add the following lines to the appropriate startup file:

« For the Bourne or Korn shell, add the following lines to the .pr of i | e file:

$ TNS_ADM Nedi rect ory_nane
$ export TNS_ ADM N

« Forthe C shell, add the following lines to the .| ogi n file:
%setenv TNS ADM N di rect ory_nane
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For each system-level configuration file, users may have a corresponding local
private configuration file (stored in the user’s home directory). The settings in the
local file override the settings in the system-level file. The following table lists the
system-level configuration files and the corresponding local configuration files:

System-Level Configuration File Local Configuration File
sql net.ora $HOVE/ . sqgl net . ora
tnsnanes. ora $HOVE/ . t nsnanes. ora

Sample Configuration Files

The $ORACLE_HOME/ net wor k/ admi n/ sanpl es directory contains samples of the
cman. ora,listner. ora,nanes. ora,sql net. ora,andtnsnanes. ora
configuration files.

Adapters Utility

Oracle Net Services provides support for various network protocol and naming
methods. These protocol supports and naming methods are linked to particular
executables and provide the interface between network protocols and Oracle Net
Services. To display the installed Oracle Net Services protocol supports, enter:

$ adapters

To display protocol supports linked with a specific executable, enter:

$ adapt ers execut abl e

For example, to display the Oracle Net Services protocol supports linked with the
or acl e executable, enter:

$ adapters oracle
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The adapt er s utility displays output similar to the following:

Qacle Net Services Protocol Adapters linked with oracle are:

BEQ Prot ocol Adapter
I PC Protocol Adapter
TCP/ | P Protocol Adapt er
RAWPr ot ocol Adapt er

Qacle Net Services Nanming Adapters linked with oracle are:

Qacle TNS Naning Adapt er
Q acl e Nanming Adapt er

Q acl e Advanced Security/ Networking Security products linked wth oracle are:

Oracle Net Services Protocol Support

Oracle Net Services release 9.0.1 on UNIX supports the following protocols:

« Bequeath (BEQ)

- IPC
=  RAW
« TCP/IP

Before installing the TCP/IP protocol support, you must install and configure the
appropriate operating system software. The BEQ, IPC, and RAW protocol supports
do not have any specific operating system requirements.

See Also: Refer to the Oracle9i Installation Guide Release 1 (9.0.1) for
UNIX Systems for more information on Oracle Net Services protocol
support.

ADDRESS Specification

The IPC and TCP/IP protocol supports each have a protocol-specific ADDRESS
specification that is used for Oracle Net Services configuration files and for the
DISPATCHERS initialization parameter in the i ni t si d. or a file. See the
ADDRESS specification heading under each protocol section in this chapter for
more information on protocol-specific ADDRESS specification.
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Table 5-1 shows a summary of the ADDRESS specifications for each protocol.

Table 5-1 ADDRESS Specification Summary

Supported
Protocol ADDRESS Specification
IPC (ADDRESS =
(PROTGOCL=l PO
(KEY=key)
)
TCP/IP (ADDRESS =
(PROTGOCL=TCP)
( HOBT=host nane)
(PCRT=port)
)

Bequeath (BEQ) Protocol Support

The BEQ protocol support is both a communications mechanism and a
process-spawning mechanism. To use the BEQ protocol support, the client and
server must be on the same system. If a network service name is not specified,
either directly by the user on the command line or Login screen or indirectly by an
environment variable such as TWO_TASK, then the BEQ protocol support is used.
In this case, the BEQ protocol support always uses a dedicated server and the
shared server model is never used. This dedicated server is started automatically by
the BEQ protocol, which waits for the server process to start and attach to an
existing System Global Area (SGA). If the startup of the server process is successful,
the BEQ protocol support then provides interprocess communication through UNIX
pipes.

An important feature of the BEQ protocol support is that is does not require a
listener for its operation. The protocol support is linked into the client tools and
directly starts its own server process without outside interaction. However, you can
only use the BEQ protocol support when the client program and Oracle9i are
installed on the same system. The BEQ protocol support is always installed and
always linked to all client tools and to the Oracle9i server.
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IPC Protocol Support

The IPC protocol support is similar to the BEQ protocol support in that it can only
be used when the client program and the Oracle9i server are installed on the same
system. The IPC protocol support differs from the BEQ protocol support in that it
can be used both with dedicated server and shared server configurations. The IPC
protocol support requires a listener for its operation. The IPC protocol support is
always installed and always linked to all client tools and to Oracle9i.

Specifying an IPC ADDRESS

The IPC protocol support connection parameters are part of the ADDRESS
keyword-value pair. The ADDRESS is commonly part of a larger construct such as a
connect descriptor or configuration file. You can enter the following parameters in
any order:

( ADDRESS=
(PROTOOL=| PQ)
(KEY=key)

)

Table 5-2 describes the syntax for IPC protocol connections parameters.

Table 5-2 Syntax for IPC Protocol Connection Parameters

Parameter Description

PROTOCOL The protocol support to be used. The value is IPC. It is not case sensitive.

KEY The service name of the database or the system identifier (SID).

Example 5-1 shows a sample IPC ADDRESS.

Example 5-1 IPC ADDRESS Specifying a Client

( ADDRESS=
(PROTOOOL=| PO
) (KEY=PRXD)
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RAW Protocol Support

When data is transferred between a client and a server, Oracle Net Services adds its
own header information to every network packet. Using the Raw Transport feature,
Oracle Net Services can how minimize header information on each packet going
over the network.

After a connection is established, two types of information flow over the network:
data and break handling. The connection packets require the Oracle Net Services
header information to establish the connection correctly. However, after the
connection is established, all data packets are stripped of their Oracle Net Services
header information and are passed directly to the operating system, bypassing the
Oracle Net Services network and protocol layers. The performance of the
connection is increased because of fewer protocol stack layers for the data to flow
through and fewer bytes that are transmitted over the network.

This feature is transparently enabled when it is required. If no existing features
require that header information be transmitted, the headers are stripped off. For
example, Raw Transport would not be enabled when you use encryption and
authentication, which requires certain information to be sent with each packet of
information.

This feature requires no configuration. Oracle Net Services determines whether the
conditions are met and then transparently switches to Raw Transport mode.

TCP/IP Protocol Support

Oracle Corporation recommends that you reserve a port for your listener in the
/ et c/ servi ces file of each Oracle Net Services node on the network. The default
port is 1521. The entry lists the listener name and the port number, for example:

I'istener 1521/t cp
In this example | i st ener is the name of the listener, as defined in the

| i st ener. or a file. Reserve more than one port if you intend to start more than
one listener.

If you use Oracle Advanced Security SSL support, you should define a port for SSL
inthe/ et ¢/ servi ces file. The port is commonly 2484. For example:

|'i stenerssl 2484/ t cps
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Specifying a TCP/IP ADDRESS

The TCP/IP protocol connection parameters are part of the ADDRESS
keyword-value pair. The ADDRESS is commonly part of a larger construct such as a
connect descriptor or configuration file. You can enter the parameters in any order:

( ADDRESS=
( PROTOOOL=TCP)
( HOST=host nane)
(PCRT=port)

)

Table 5-3 describes the syntax for the TCP/IP protocol connection parameters.

Table 5-3 Syntax for TCP/IP Protocol Connection Parameters

Parameter Description

PROTOCOL The protocol support to be used. The value is TCP. It is not case sensitive.
HOST The host name or the host IP address.

PORT The TCP/IP port. Either a number or the name specified in the
/ et c/ servi ces file. Oracle Corporation recommends a value of 1521.

Example 5-2 shows a sample TCP/IP ADDRESS.

Example 5-2 TCP/IP ADDRESS Specifying a Client

( ADDRESS=
( PROTQOCL=TCP)
(HOBT=MADR D)
( PCRT=1521)

)

You can specify the last field by name, for example, (PORT=listener).
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Oracle Enterprise Manager

Use the or at cl sh executable to debug your Tcl scripts. Before executing
or at cl sh, set the TCL_LIBRARY environment variable to specify the $ORACLE
HOVE/ net wor k/ agent / t cl directory.

See Also: See the Intelligent Agent User’s Guide for more
information on debugging Tcl scripts.

Configuring Oracle Intelligent Agent for Oracle SNMP

Although Oracle Intelligent Agent does not require Simple Network Management
Protocol (SNMP) to work, you can configure Oracle SNMP support before starting
the Intelligent Agent. Note that all of the configuration files for the following steps
are located in the $ORACLE_HOVE/ net wor k/ snip/ peer directory.

Configure the Master Agent
In the CONFI G. mast er file, make the following change:

1. Search for the line beginning with MANAGER.

2. Change the value specified to the IP address or hostname of the system where
you want SNMP trap messages sent.

You can also make other changes to the CONFI G. nmast er file as documented
within the file.

3. On AlX systems only, add the following line to the / et ¢/ snnpd. conf file
where i p_addr ess is the IP address of the Oracle subagent:

smux 0.0 " " ip_address

Configure the Encapsulator
To configure the encapsulator, perform the following steps:

1. Add the following line to the snnpd. conf file, where host nane_or _| P_
addr ess represents the local system IP address or host name:

trap host nane_or _| P_addr ess
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2. On AlX only, modify the port numbers specified for the NEW_SNMPD_PORT
and NEW_TRAPD_PORT variables in the st art _peer script, if necessary. The
port number specified for the NEW_SNMPD_PORT variable must be different
to the port number specified for the NEW_TRAPD_PORT variable.

3. On all platforms except AlX, complete the following steps:

a. If necessary, modify the port number specified in the CONFI G. encap file.
The default port number is 1161.

b. If you modified the port number in step a, change the value specified for
the NEW_SNMPD_PORT variable in the st art _peer script to this port
number.

c. If necessary, modify the value specified for the NEW_TRAPD_PORT
variable. This variable specifies the PEER encapsulator port to which the
snnpd agent sends traps. This port number must be different to the port
number specified for the NEW_SNMPD_PORT variable

Verify the Location of the SNMP Daemon in the start_peer Script

The st art _peer script contains a line similar to the following, where snnpd_
execut abl e_pat h isthe path of the snnpd executable:

S\NMPD=snnpd_execut abl e_pat h

Make sure that snnpd_execut abl e_pat h is the location of the snnpd executable
on your system.

Start the SNMP Components
To start the SNMP components, perform the following steps:

1. Enter the following commands to verify that the SNMP components (mast er _
peer,encap_peer, and snnpd) are not running:

$ ps -aef | grep peer
$ ps -aef | grep snnp

If any of the components are running, log in as the r oot user and use the ki | |
command to terminate the processes before proceeding.

2. On AlX only, enter the following command as the r oot user to start the native
AIX SNMP agent:

# startsrc -s snnpd "-f /tnp/snnpd. | og"
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This command starts the SNMP daemon and logs information in the
[t mp/ snnpd. | og file.

3. On all platforms except AlX, complete the following steps:

a. Astheroot user, runthe start _peer scriptto start the PEER master
agent, PEER encapsulator, and native UNIX SNMP agent:

# cd $CRACLE_HOMWE net wor k/ snnp/ peer
# ./start_peer -a

Note: If you do not have the native UNIX SNMP agent on your
system, you must not use the PEER encapsulator. To start the
master agent only, enter st art _peer -m

b. Enter the following commands to verify that the SNMP components are
running:

# ps -aef | grep peer
# ps -aef | grep snnp

Configure and Start the Database Subagent

For information on configuring and starting up the database subagent (the Oracle
Intelligent Agent), see the Oracle Enterprise Manager Configuration Guide.

Oracle Advanced Security

When you install Oracle Advanced Security, three . bak files are created:

naeet . 0. bak, naect . o. bak, and naedhs. o. bak. These files are located in the
$ORACLE_HOWE/ | i b directory. They are required for relinking during
deinstallation of Oracle Advanced Security. Do not delete them.
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Tuning for Oracle9i on AIX

This appendix contains the following tuning information for Oracle9i on AIX:
« Memory and Paging
« Disk 170 Issues

« CPU Scheduling and Process Priorities
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Memory and Paging

Memory contention occurs when processes require more memory than is available.
To cope with the shortage, the system pages programs and data between memory
and disks.

Controlling Buffer-Cache Paging Activity

Excessive paging activity decreases performance substantially. This can become a
problem with database files created on the Journaled File System (JFS). In this
situation, a large number of SGA data buffers might also have analogous JFS buffers
containing the most frequently referenced data. The behavior of the AlX file buffer
cache manager can have a significant impact on performance. It can cause an 1/0
bottleneck, resulting in lower overall system throughput.

On AlIX, tuning buffer-cache paging activity is possible but it must be done carefully
and infrequently. Use the viret at command to tune the following AlX system

parameters:

Parameter Description

MINFREE The minimum free-list size. If the free-list space in the buffer falls below
this size, the system uses page stealing to replenish the free list.

MAXFREE The maximum free-list size. If the free-list space in the buffer exceeds this

size, the system stops using page stealing to replenish the free list.
MINPERM The minimum number of permanent buffer pages for file 1/70.
MAXPERM The maximum number of permanent buffer pages for file 1/0.

See Also: For more information on AlX system parameters, see
the AIX Performance Tuning Guide, Version 3.2 and 4.

Log on as the r oot user and use the vt une command to change these limits. The
AlIX vt une command is operating-system version specific. If you run the vint une
command from one release on a different AlX release, the operating system might
fail.
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Tuning the MINFREE and MAXFREE Parameters

You can base the size of the MINFREE parameter on the working set size of the
programs that require a quick response. You must have enough pages in the free list
so that the loaded program does not need to replenish the free list. You can
determine the size of the working set for a program by using the svnon - p
command. The value of the MAXFREE parameter should be greater than the value
of the MINFREE parameter by the value of the MAXPGAHEAD parameter, or 8
pages, which ever is higher. For instance, if you determine that the MINFREE
parameter value should be 128 pages and the MAXPGAHEAD parameter value is
16 pages, enter the following command to set the value of the MINFREE parameter
to 128 pages and the value of the MAXFREE parameter to 144 pages:

$ /usr/| pp/ bos/ sanpl es/vntune -f 128 -F 144

Tuning the AIX File Buffer Cache

The purpose of the AlX file buffer cache is to reduce disk access frequency when the
JFS file system is used. If this cache is too small, disk usage increases and potentially
saturates one or more disks. If the cache is too large, memory is wasted.

See Also: For the implications of increasing the AlX file buffer
cache, see "Controlling Buffer-Cache Paging Activity" on page A-2.

You can configure the AlX file buffer cache by adjusting the MINPERM and
MAXPERM parameters. In general, if the buffer hit ratio is low (less than 90
percent), as determined by the sar - b command, increasing the MINPERM
parameter value might help. If maintaining a high buffer hit ratio is not critical,
decreasing the MINPERM parameter value increases the physical memory
available. Refer to your AlX documentation for more information on increasing the
size of the AIX file buffer cache.

The performance gain cannot be quantified easily, because it depends on the degree
of multiprogramming and the 1/0 characteristics of the workload.
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Tuning the MINPERM and MAXPERM Parameters

AIlX provides a mechanism for you to loosely control the ratio of page frames used
for files versus those used for computational (working or program text) segments
by adjusting the MINPERM and MAXPERM values according to the following
guidelines:

« If the percentage of real memory occupied by file pages falls below the
MINPERM value, the page-replacement algorithm steals both file and
computational pages, regardless of repage rates.

« If the percentage of real memory occupied by file pages rises above the
MAXPERM value, the page-replacement algorithm steals both file and
computational pages.

« If the percentage of real memory occupied by file pages is between the
MINPERM and MAXPERM parameter values, the virtual memory manager
(VMM) normally steals only file pages, but if the repaging rate for file pages is
higher then the repaging rate for computational pages, the computational pages
are stolen as well.

Use the following algorithm to calculate the default values:
«  MINPERM (in pages) = ((humber of page frames)-1024) * 0.2
«  MAXPERM (in pages) = ((number of page frames)-1024) * 0.8

Use the following command to change the value of the MINPERM parameter to 5
percent of the total number of page frames, and the value of the MAXPERM
parameter to 20 percent of the total number of page frames:

# vmune -p 5 -P 20

The default values are 20 percent and 80 percent, respectively.

If the database files are on raw devices, you can set the MINPERM and MAXPERM
parameters to low values, for example 5 percent and 20 percent, respectively. This is
because the AIX file buffer cache is not used for raw devices. The memory might be
better used for other purposes, such as the Oracle System Global Area.
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Allocating Sufficient Paging Space

Inadequate paging space usually causes the system to hang or suffer abnormally
slow response times. On AlX, you can dynamically add paging space on raw disk
partitions. The amount of paging space you should configure depends on the
amount of physical memory present and the paging space requirements of your
applications. Use the | sps command to monitor paging space use and the vinst at
command to monitor system paging activities.

You should configure the amount of paging space to be two or three times the
amount of physical memory required for most workloads. Use a higher value if you
plan to use Oracle development tools or Oracle Applications. Monitor the use of
paging space and increase it as necessary. To increase the paging space, use the

sm t pgsp command. For systems with very large physical memory (more than 1
GB), one and a half times the physical memory might be enough paging space.

Controlling Paging

Constant and excessive paging indicates that the real memory is over-committed. In
general, you should:

« Avoid constant paging unless the system is equipped with very fast expanded
storage that makes paging between memory and expanded storage much faster
than Oracle can read and write data between the SGA and disks.

« Allocate limited memory resources to where it is most beneficial to the system’s
performance. It is sometimes a recursive process of balancing the memory
resource requirements and trade-offs.

« If memory is not adequate, build a prioritized list of memory-requiring
processes and elements of the system. Assign memory to where the
performance gains are the greatest. A prioritized list might look like;

1. OS and RDBMS kernels

2. User and application processes
3. Redo log buffer

4. PGAs and shared pool

5. Database block buffer caches

For instance, if you query Oracle dynamic performance tables and views and find
that both the shared pool and database buffer cache require more memory,
assigning the limited spare memory to the shared pool might be more beneficial
than assigning it to the database block buffer cache.
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The following AIX commands provide paging status and statistics:
« vnstat -s
« vnstat interval [repeats]

« sar -r interval [repeats]

Setting the Database Block Size

You can configure the Oracle database block size for better 1/0 throughput. On
AlX, you can set the value of the DB_BLOCK_SIZE initialization parameter to
between 2 KB to 16 KB, with a default of 4 KB. If the Oracle database is JFS-based,
then the block size should be a multiple of the JFS blocksize (4 KB on AlX). For
databases on raw partitions, the Oracle database block size is a multiple of the
operating system physical block size (512 bytes on AlX).

Oracle Corporation recommends smaller Oracle database block sizes (2 KB or 4 KB)
for online transaction processing (OLTP) or mixed workload environments and
larger block sizes (8 KB or 16 KB) for decision support system (DSS) workload
environments.

Tuning the Log Archive Buffers

You can improve the speed of archiving the database by dedicating larger buffers.
However, over-configuring can degrade overall system performance. You can
increase the LOG_ARCHIVE_BUFFER_SIZE initialization parameter to 128 KB. The
default value for the LOG_ARCHIVE_BUFFER_SIZE parameter is 4 KB.

Tune this parameter carefully so that overall performance of normal database
activity does not degrade drastically. Performance improvements in the archiving
process of 0 to 20 percent are possible. Some users report even larger improvements.
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Tuning the SGA Size

The constraining factor in using multiple shared memory segments for the SGA is
the amount of physical memory that current hardware architectures can support.
You do not want the Oracle SGA paged out because of inadequate main memory.
For a large number of simultaneous database users, larger SGAs are recommended.

The initialization parameters that have the greatest effect on the SGA size are DB_
BLOCK_BUFFERS and SHARED_POOL_SIZE. How much you increase these
parameters depends on the amount of memory you can allocate for the SGA. There
is a performance overhead with large values for the DB_BLOCK_BUFFERS and
SHARED_POOL_SIZE parameters, so lowering these values can result in decreased
CPU usage. It is possible to increase or decrease the Oracle9i buffer cache by
modifying the SHARED_ POOL_SIZE initialization parameter and restarting the
instance.

/0 Buffers and SQL*Loader

For high-speed data loading, such as using the SQL*Loader direct path option in
addition to loading data in parallel, the CPU spends most of its time waiting for
1/0 to complete. By increasing the number of buffers, you can usually push the
CPU usage harder, thereby increasing overall throughput.

The number of buffers (set by the SQL*Loader BUFFERS parameter) you choose
depends on the amount of available memory and how hard you want to push CPU
usage. Refer to Oracle9i Database Ultilities for information on adjusting the file
processing options string for the BUFFERS parameter.

The performance gains depend on CPU usage and the degree of parallelism that
you use when loading data.

See Also: Refer to Oracle9i Database Utilities for more generic
information on the SQL*Loader utility.

BUFFER Parameter for the Import Utility

The BUFFER parameter for the Import utility should be set to a large value to
optimize the performance of high-speed networks when they are used. For instance,
if you use the IBM RS/6000 Scalable POWERparallel Systems (SP) switch, you
should use a value of at least 1 MB.
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Disk I/O Issues

Disk 1/0 contention can result from poor memory management (with subsequent
paging and swapping), or poor distribution of tablespaces and files across disks.
Spread the 1/0 load evenly across all disks.

AIX Logical Volume Manager

The AlIX Logical Volume Manager (LVM) can stripe data across multiple disks to
reduce disk contention. The primary objective of striping is to achieve high
performance when reading and writing large sequential files. Effective use of the
striping features in the LVM allows you to spread 1/0 more evenly across disks,
resulting in greater overall performance.

Design a Striped Logical Volume
When you define a striped logical volume, you must specify the following items:

Iltem

Specification

Drives

Stripe unit size

Size

Attributes

At least two physical drives. The drives should have minimal activity
when performance-critical sequential 1/0 is executed. Sometimes you
might need to stripe the logical volume between two or more adapters.

Although the stripe unit size can be any power of two from 2 KB to 128
KB, stripe sizes of 32 KB and 64 KB are good values for most workloads.
For Oracle database files, the stripe size must be a multiple of the
database block size.

The number of physical partitions allocated to the logical volume must be
a multiple of the number of disk drives used.

Cannot be mirrored. Set the copi es attribute to a value of 1.
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Suggested Striped Logical Volume Parameters

Use the vt une command to adjust the MINPGAHEAD, MAXPGAHEAD, and
MAXFREE parameters to achieve the highest sequential 1/0 throughput. See the
AIX Performance Tuning Guide, Version 3.2 and 4 for the recommended settings.

Make sure that the 1/0 activity is evenly distributed across multiple disk drives by
using AlIX utilities such asf i | enon, sar, i ost at, and other performance tools to
identify any disks with high 1/0 activity.

Other Considerations

Performance gains from effective use of the LVM can vary greatly, depending on the
LVM you use and the characteristics of the workload. For DSS workloads, you can
see substantial improvement. For OLTP-type or mixed workloads, you can still
expect significant performance gains.

Using Journaled File Systems Compared to Using Raw Partitions

Note the following considerations when you are deciding whether to use the JFS file
system or raw partitions:

« File systems are continually being improved, as are various file system
implementations. In some cases, file systems provide better 1/0 performance
than raw devices.

« Different vendors implement the file system layer in different ways to exploit
the strengths of different disks. This makes it difficult to compare file systems
across platforms.

« The introduction of more powerful LVM interfaces substantially reduces the
tasks of configuring and backing up logical disks based on raw partitions.

The degree of performance improvement largely depends on the 1/0 characteristics
of the workload.

If you use the JFS file system, it is easier to manage and maintain database files than
it is if you use raw devices. However, because JFS supports only buffered read and
write at present, every time data is transferred to or from the 1/0 subsystem (other
than the Oracle buffer cache or SGA) extra AlX file buffer caches are created. This is
the main drawback to using the JFS file system, and this penalty becomes even
greater when the 170 subsystem is more heavily exercised.
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Also, on heavily loaded systems, the contention for the AlX file buffer cache
becomes the main bottleneck. Some side-effects include:

« Increased work for the pagedaenon command, which flushes data from the
AIX file buffer cache to disk

« More memory sacrificed to the AIX file buffer cache

Use raw devices/volumes for Oracle files only if your site has at least as many raw
disk partitions as Oracle datafiles. If the raw disk partitions are already formatted,
match datafile size to the partition size as closely as possible to avoid wasting space.
In a heavily-used database configuration, use raw devices.

Note: Oracle9i Real Application Clusters requires the use of raw
devices instead of the JFS file system for database files.

Moving from the JFS File System to Raw Devices

To move from the JFS file system to raw devices without the need to manually
reload all of the data, enter the following command as the r oot user:

# dd if=ol d_JFS fil e of =new raw devi ce seek=1 bs=4k

Ensure that you follow these guidelines:

« Skip the first 4 KB block of the raw device because the AlX Logical Volume
Manager uses it.

Note: The first 4 KB block should not be skipped if the raw device
is a Hashed Shared Disk (HSD).

= Size the raw device to prevent wasting space. The raw device should be a few
blocks larger than the existing JFS file.

= Rename the datafile.
= Set the permissions on the raw partition.

You might experience a slight degradation in sequential read performance. If the
application is performing many full table scans, you might experience a server
performance degradation on these full table scans, because the AlX file buffer cache
is no longer used to cache these tables.

In configurations where memory is scarce, you might need to resize the AlX file
buffer cache.
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In the AIX environment, Oracle Corporation encourages the use of symbolic links
whenever possible, because the name of the raw device can change. For example,
this change can occur when reconfiguring disk peripherals or moving the database
to a new hardware configuration. Refer to the IBM documentation for more
information.

See Also: Refer to the Oracle9i Installation Guide Release 1 (9.0.1) for
UNIX Systems for more information on the operational issues
involved in using raw devices.

Taking Advantage of Both JFS and Raw Devices

On AlX, you can choose the JFS file system for some datafiles and raw partitions for
other datafiles. Asynchronous 1/0 works with both raw partitions and the JFS file
system. If you know the nature of 1/0 activity on database objects beforehand, you
can place the datafiles corresponding to specific objects on either the JFS file system
or raw partitions, together with a LVM, if available.

The improvement of performance varies greatly depending on the nature of your
workload and the disk or file system configuration.

Using Asynchronous I/0

Oracle9i takes full advantage of asynchronous 1/0 (AIO) provided by AlX,
resulting in faster database access. AlO interweaves multiple 1/0 to improve 1/0
subsystem throughput. The advantage of AlO is realized only when data is well
distributed among different disks.

Using the LVM and striping enhances the effectiveness of AlO. The LVM reduces
disk contention by striping data across multiple disk spindles. Using AlIO with LVM
significantly improves RDBMS performance.

All version of AlIX 4 support AlO for database files created both on file system
partitions and on raw devices. After issuing AlO requests, the application processes
can continue running. For AlO requests on file systems (or virtual shared disks
(VSDs) or HSDs with AlX 4.2.1), the kernel server process (kpr oc) is in charge of
each request from the time it is taken off the queue until it completes. The number
of servers limits the number of AlO requests that can be executed in the system
concurrently. On AlX 4.2.1, AlO on raw devices is kernelized, which means that AlX
servers are not required to service the AlO requests. On AlX 4.3, AlO on all raw
devices, including VSDs and HSDs (with APAR 1X79690), is kernelized. The
kernelized AIO provides better performance than AlO with the kernel process.

Tuning for Oracle9i on AIX A-11



Disk 1/0 Issues

Note: If you are using kernelized AIO with VSDs and HSDs, the
maximum buddy buffer size must be greater than or equal to 128
KB. Otherwise, you receive errors.

Use one of the following commands to set the number of servers:
« snit aio
« chdev -1 aio0 -a naxservers="m -a mnservers='n’

See Also: See the SMIT online help for information on SMIT. See
the man pages for information on the sm t ai o and chdev
commands.

Set the minimum value to the number of servers to be started at system boot. Set the
maximum value to the number of servers that can be started in response to large
number of concurrent requests.

The default value for the minimum number of servers is 1. The default value for the
maximum number of servers is 10. These values are usually too low to run the
Oracle server if you are not using kernelized AlO. Oracle Corporation recommends
that you set the following values:

Parameter Value

MAXSERVERS At least ten times the number of disks that AlO accesses
simultaneously

MINSERVERS The value of MAXSERVERS multiplied by 2
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I/O Slaves

1/0 Slaves are specialized processes that perform only 1/0. They can operate
whether or not asynchronous 170 is available. They are allocated from shared
memory buffers. 1/0 Slaves use a set of initialization parameters, listed in
Table A-1, that allow a degree of control over the way they operate.

Table A—1 Initialization Parameters for I/O Slaves

Parameter Range of Values Default Value
DISK_ASYNCH_IO TRUE/FALSE TRUE
TAPE_ASYNCH_IO TRUE/FALSE TRUE
BACKUP_TAPE_IO_SLAVES TRUE/FALSE FALSE
DBWR_IO_SLAVES 0-999 0
DB_WRITER_PROCESSES 1-10 1

There are times when the use of asynchronous 170 is not desirable or not possible.
The first two parameters in Table A-1, DISK_ASYNCH_IO and TAPE_ASYNCH_
10, allow asynchronous 1/0 to be switched off respectively for disk or tape devices.
Because the number of 1/0 slaves for each process type defaults to zero, by default
no 1/0 Slaves are deployed.

The DBWR_10O_SLAVES parameter should be set to greater than 0 only if the DISK_
ASYNCH_IO, or the TAPE_ASYNCH_IO parameter has been set to FALSE, otherwise
the database writer process (DBWR) becomes a bottleneck. In this case, the optimal
value on AlX for the DBWR_1O_SLAVES parameter is 4.

The DB_WRITER_PROCESSES parameter specifies the initial number of database
writer processes for an instance. If you use the DBWR_IO_SLAVES parameter, only
one database writer process is used, regardless of the setting of the DB_WRITER _
PROCESSES parameter.

Using the DB_FILE_MULTIBLOCK_READ COUNT Parameter

A large value for the DB_FILE_MULTIBLOCK_READ_COUNT initialization
parameter usually yields better 1/0 throughput. On AlX, this parameter ranges
from 1 to 512, but using a value higher than 16 usually does not provide additional
performance gain.
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Set this parameter so that its value when multiplied by the value of the DB_
BLOCK _SIZE parameter produces a number that is larger than the LVM stripe size.
Such a setting causes more disks to be used.

Using RAID Capabilities

RAID 5 enhances sequential read performance, but decreases overall write
performance. Oracle Corporation recommends using RAID 5 only for workloads
that are not write-intensive. Intensive writes on RAID 5 might resultin a
performance degradation compared to a non-RAID environment.

RAID 0 and 1 generally result in better performance, as they introduce striping and
mirroring at the hardware level, which is more efficient than at the AlIX or Oracle
level. RAID 7 is capable of providing better small and large read and write
performance than RAID 0 to 6.

Using Write Behind

The write behind feature enables the operating system to group write 1/0s together
up to the size of a partition. Doing this increases performance because the number
of 1/0 operations is reduced. The file system divides each file into 16 KB partitions
to increase write performance, limit the number of dirty pages in memory, and
minimize disk fragmentation. The pages of a particular partition are not written to
disk until the program writes the first byte of the next 16 KB partition. To set the
size of the buffer for write behind to eight 16 KB partitions, enter the following
command:

# vmune -c 8

To disable write behind, enter the following command:

# vnmiune -¢c 0
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Tuning Sequential Read Ahead

The VMM anticipates the need for pages of a sequential file. It observes the pattern
in which a process accesses a file. When the process accesses two successive pages
of the file, the VMM assumes that the program will continue to access the file
sequentially, and schedules additional sequential reads of the file. These reads
overlap the program processing and make data available to the program sooner.
Two VMM thresholds, implemented as kernel parameters, determine the number of
pages it reads ahead:

«  MINPGAHEAD

The number of pages read ahead when the VMM first detects the sequential
access pattern

«  MAXPGAHEAD
The maximum number of pages that VMM reads ahead in a sequential file

Set the MINPGAHEAD and MAXPGAHEAD parameters to appropriate values for
your application. The default values are 2 and 8 respectively. Use the vnt une
command to change these values. You can use higher values for the
MAXPGAHEAD parameter in systems where the sequential performance of striped
logical volumes is of paramount importance. To set the MINPGAHEAD parameter
to 32 pages and the MAXPGAHEAD parameter to 64 pages, enter the following
command:

# vmune -r 32 -R 64

Set both the MINPGAHEAD and MAXPGAHEAD parameters to a power of two.
For example, 2, 4, 8, 16, 32, 64, 128, 256, 512, 1042, and so on.

Tuning Disk /0 Pacing

Disk 170 pacing is an AIX mechanism that allows the system administrator to limit
the number of pending 1/0 requests to a file. This prevents disk 1/0 intensive
processes from saturating the CPU. Therefore, the response time of interactive and
CPU-intensive processes does not deteriorate.

You can achieve disk 1/0 pacing by adjusting two system parameters: the
high-water mark and the low-water mark parameters. When a process writes to a
file that already has a pending high-water mark 1/0 request, the process is put to
sleep. The process wakes up when the number of outstanding 1/0 requests falls
below or equals the low-water mark.
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You can use the sm t command to change the high and low-water marks.
Determine the water marks through trial-and-error. Use caution when setting the
water marks because they affect performance. Tuning the high and low-water
marks has less effect on disk 1/0 larger than 4 KB.

On AlX, you can, to some extent, control the placement of a logical volume on a
disk. Placing logical volumes with high disk activity close to each other can reduce
disk seek time, resulting in better overall performance.

Disk Geometry Considerations

On AlX, you can, to some extent, control the placement of a logical volume on a
disk. Placing logical volumes with high disk activity close to each other can reduce
disk seek time, resulting in better overall performance.

Minimizing Remote 1/O Operations

Oracle9i Real Application Clusters running on the SP architecture uses VSDs or
HSDs as the common storage that is accessible from all instances on different nodes.
If an 170 request is to a VSD where the logical volume is local to the node, local 1/0
is performed. The 1/0 traffic to VSDs that are not local goes through network
communication layers.

For better performance, it is important to minimize remote 1/0 as much as possible.
Redo logs of each instance should be placed on the VSDs that are on local logical
volumes. Each instance should have its own private rollback segments that are on
VSDs mapped to local logical volumes if updates and insertions are intensive.

In each session, each user is allowed only one temporary tablespace. The temporary
tablespaces should each contain at least one datafile local to each of the nodes.

Carefully design applications and databases (by partitioning applications and
databases, for instance) to minimize remote 1/0.
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Do Not Use VSD Cache Buffers

IBM Corporation recommends that you do not use VSD cache buffers (nocache)
under normal situations for the following reasons:

« VSD LRU cache buffers use pinned kernel memory, which can be put to more
effective use.

= When the cache buffer is enabled, every physical read incurs the overhead of
searching the cache blocks for overlapping pages and copying data in and out
of the cache buffers.

Use the st at vsd command to check the performance of the VSD. If the st at vsd
command consistently shows requests queued waiting for buddy buffers, do not
add more buddy buffers. Instead, increase the size of the switch send pool:

# [usr/| pp/ ssp/ css/ chgess -1 ¢ssO -a spool si ze=new si ze_i n_byt es
If the send pool size increases, you should also increase the mbuf parameter top
ceiling mark:

# /etc/no -o thewal | =new si ze_i n_kbyt es

Note: The maximum value that you can specify is 64 MB.

The mbuf parameter top ceiling mark specifies the maximum amount of memory
that can be used for network buffers. To check the current sizes of the send and
receive pools, enter the following command:

$ /usr/sbin/lsattr -H cssO
See Also: For more information on tuning the SP and VSDs, see
the following Web sites:
« http://ww. rs6000.i bm com support/sp/ perf/
« http://ww rs6000.i bm con resour ce/ t echnol ogy/ #sp

CPU Scheduling and Process Priorities

The CPU is another system component for which processes might contend.
Although the AlIX kernel allocates CPU effectively most of the time, many processes
compete for CPU cycles. If your system has more than one CPU (SMP), there might
be different levels of contention on each CPU.
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Changing Process Running Time Slice

The default value for the runtime slice of the AIX RR dispatcher is ten milliseconds.
Use the schedt une command to change the time slice. However, be careful when
using this command. A longer time slice causes a lower context switch rate if the
applications’ average voluntary switch rate is lower. As a result, fewer CPU cycles
are spent on context-switching for a process and the system throughput should
improve.

However, a longer runtime slice can deteriorate response time, especially on a
uniprocessor system. The default runtime slice is usually acceptable for most
applications. When the run queue is high and most of the applications and Oracle
shadow processes are capable of running a much longer duration, you might want
to increase the time slice by entering the following command:

# [usr/ sanpl es/ kernel / schedtune -t n

In the previous example, choosing a value for n of 0 results in a slice of 10 ms,
choosing a value of 1 results in a slice of 20 ms, choosing a value of 2 results in a
slice of 30 ms, and so on.

Using Processor Binding on SMP Systems

Binding certain processes to a processor can improve performance substantially on
an SMP system. Processor binding is available and fully functional with AlX 4.x and
higher.

Processor binding offers the following benefits:
« Provides higher-priority applications with a relatively larger share of CPU time
= Maintains the process context for a longer period

Processor binding on AlX is not automatic. On a multiprocessor system, you must
explicitly bind a process to a processor by using the bi ndpr ocessor command.
Only the r oot user or the Oracle software owner can bind an Oracle process to a
processor. The child processes inherit the processor binding.
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Oracle Corporation recommends binding the various Oracle background processes
(except the database writer process) to different processors and leaving one
processor free to service the database writer process. This guarantees the database
writer a processor on which to execute and at the same time allows the database
writer process to migrate freely to the other processors if it becomes CPU bound.

Note: Processor binding is a complicated issue and it should be
handled with care. Processes bound to a processor cannot migrate
to different processors even if these processors are free. This might
degrade application performance. An environment of homogenous
applications with a balanced load is more suitable for processor
binding.

The binding of a process to a processor is not exclusive. The processor is free to
execute other processes.

Processor Binding in a Networked Client and Server Environment

When an Oracle client process connects to an Oracle server process using an Oracle
Net Services listener, the server process can be easily bound to a processor by
binding the listener process. All Oracle server processes that the listener
subsequently spawns are bound to the same processor.

One way to do this is to start multiple listeners, each listening on its own port. You
must customize the $ORACLE_HOVE/ net wor k/ admi n/ 1 i st ener. orafileto
have one set of lines for each listener. You launch multiple listeners on the server
side. On the client side, you might want to customize the t nsnanes. or a file so
that clients or even applications connect to different ports that are listened on by
different listeners. For example, you can modify the | i st ener . or a file and have
two listeners, L1 and L2, that listen on ports 1521 and 1522, respectively, as follows:

1. Modify thel i st ener. or a file as follows:

L1 =
(ADDRESS LI ST =
( ADDRESS= (PROTA0CL= TCP) (Host = nowhere) (Port= 1521))
)
SDLIST L1
(S DLIST
(S D LESC =
(CRACLE_HOME= / oracl €)
(S D_NAME = ordb)
)
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)
L2 =
( ADDRESS LI ST =
(ADDRESS= (PROTOOCL= TCP) (Host = nowhere) (Port= 1522))
)
S DLIST L2
(S DLIST
(SID CESC =
(CRACLE_HOME= / oracl €)
(S D_NAME = ordb)
)
)

2. Start these two listeners:

$ Isnrctl start L1
$ Isnrctl start L2

3. Determine the process ids for the two listeners:

$ ps -ef | grep tnslsnr

4. Bind the listener processes to particular processors:

$ bi ndprocessor process_id for_L1 processor_id
$ bi ndprocessor process_id for_L2 processor_id

In the preceding example, the first processor has the ID 0, the second processor
has the ID 1, and so on.

If you want to restrict the number of CPUs used by certain client applications, you
can use this method to bind the listener so that the applications run only on that
processor when it is available.

Processor Binding in a Local Environment

Processor binding is more difficult when the clients and the Oracle servers run on
the same computer using the two-task pipe driver. You must determine the process
ID for each server process and manually bind it to a processor. The administrative
overhead is excessive and probably not worth the effort unless the servers have
long process lives.

Processor binding of Oracle processes can have negative effects on the performance
of other applications running on the same system. Careful tuning and monitoring is
strongly recommended.
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UDP Tuning

Oracle9i Real Application Clusters uses UDP for interprocess communications. You
can tune UDP kernel settings to improve Oracle performance. You can modify
kernel UDP buffering on AIX by changing the udp_sendspace and udp_recvspace
parameters.

« Set the value of the udp_sendspace parameter to a maximum of 65536.

= Set the value of the udp_recvspace parameter to less than the value of the sb_
max parameter.

The value of the udp_recvspace parameter should be at least ten times the value of
the udp_sendspace parameter because UDP might not be able to send a packet to an
application before another packet arrives.

To determine the suitability of the udp_recvspace parameter settings, enter the
following command:

$ netstat -s | grep “socket buffer overflows”

If the number of overflows is not zero, increase the value of the udp_recvspace
parameter.

See Also: For more information on AlX tuning parameters, see
the AIX Performance Tuning Guide, Version 3.2 and 4.
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Backing Up Raw Devices

Use the dd command to back up raw devices. Do not overwrite the first 4 KB block
of a raw device, which is used by the AIX Logical Volume Manager. It is faster to
back up the device using a blocksize of larger than 4K. A good blocksize for backing

up to tape is 256K.
To back up the raw device to tape, enter a command similar to the following:

$ dd if=/dev/raw device of =/dev/rni0.1 bs=256k

To restore the raw device from tape, enter commands similar to the following:

$ dd if=/dev/rm 0.1 of =/ dev/raw devi ce count =63 seek=1 ski p=1 bs=4k

$m -f /dev/rmO0.1 bsf 1
$ dd if=/dev/rm 0.1 of =/ dev/raw devi ce seek=1 ski p=1 bs=256k

Note: For HSDs, do not skip the first 4 KB. Use the following
command to restore the raw device, instead of the three preceding
commands:

$ dd if=/dev/irent 0.1 of =/ dev/raw devi ce bs=256K
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Tuning for Oracle9i on HP

This appendix contains the following tuning information for Oracle9i on HP:

HP SCHED_NOAGE Scheduling Policy

Lightweight Timer Implementation

Asynchronous 1/0

Disabling Data Prefetch on the HP Superdome for Oracle
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HP SCHED NOAGE Scheduling Policy

On HP, most processes run under a time sharing scheduling policy. Time sharing
can have detrimental effects on Oracle performance by descheduling an Oracle
process during critical operations, for example holding a latch. HP has a modified
scheduling policy, referred to as SCHED_NOAGE, that specifically addresses this
issue. Unlike the normal time sharing policy, a process scheduled using SCHED _
NOAGE does not increase or decrease in priority, nor is it preempted.

This feature is suited to online transaction processing (OLTP) environments because
OLTP environments can cause competition for critical resources. In laboratory tests,
Oracle9i performance increased by up to 10 percent in OLTP environments using
the SCHED_NOAGE policy.

The SCHED_NOAGE policy creates little or no gains in decision support (DSS)
environments because there is little resource competition in these environments.
Because each application and server environment is different, you should test and
verify whether your environment benefits from the SCHED _NOAGE policy.

Enabling SCHED_NOAGE for Oracle9i

To allow Oracle9i to use the SCHED_NOAGE scheduling policy, the group that the
Oracle software owner belongs to (dba), must have the RTSCHED and RTPRIO
privileges to change the scheduling policy and set the priority level for Oracle
processes. To give the dba group these privileges:

1. Asther oot user, enter the following command:

# setprivgrp dba RTSCHED RTPR O

2. To retain these privileges after rebooting, create the / et ¢/ pri vgr oup file, if it
does not exist on your system, and add the following line to it:

dba RTSCHED RTPR O
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3. Add the HPUX _SCHED_NOAGE parameter to the initialization file for each
instance, setting the parameter to an integer value to specify process priority
levels. On HP-UX 11.0, the range is 154 to 255.

See Also: For more information on priority policies and priority
ranges, seethert sched (1) andrt sched (2) man pages and the
HP documentation.

Lightweight Timer Implementation

Oraclegi release 1 (9.0.1) on HP-UX uses a new system library call to calculate
elapsed time when the TIMED_STATISTICS initialization parameter is set to TRUE.
Laboratory tests show that the new library call provides a performance
improvement of up to 10 percent over the previous implementation.

Before running Oracle9i, ensure that the required operating system patches are
installed on your system. If you run Oracle9i on unpatched versions of the HP
kernel, you will receive undefined and unresolved references to the get hrti me()
library call.

See Also: See the Oracle9i Quick Installation Procedure Release 1
(9.0.1) for HP 9000 Series HP-UX for information on HP patches
required for Oracle9i.

Asynchronous /O

The asynchronous 1/0 pseudo-driver on HP allows the Oracle server to perform
170 to raw disk partitions using an asynchronous method, resulting in less 1/0
overhead and higher throughput. You can use the asynchronous 1/0 pseudo-driver
on both HP-UX 9000 servers and workstations.
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MLOCK Privilege

To allow Oracle9i to execute asynchronous 1/0 operations, the group that the
Oracle software owner belongs to (dba) must have the MLOCK privilege. To give
the dba group the MLOCK privilege:

1.

As the r oot user, enter the following command:

# setprivgrp dba M.OK

To retain the MLOCK privilege after rebooting, create the / et ¢/ pri vgr oup
file, if it does not exist on your system, and add the following line to it:

dba M.OX

Note: If the Oracle software owner does not have the MLOCK
privilege, Oracle9i on HP-UX generates trace files that include the
following error:

loctl ASYNC CONFIG error, errno =1

Implementing Asynchronous I/0

If you want to use asynchronous I/0 on HP, you must use raw partitions for
database files. Use the System Administrator Management (SAM) utility to
configure the asynchronous disk driver into the HP kernel.

To add the asynchronous disk driver and configure the kernel using the SAM
utility:

1.

© N o o > W DN

Enter the following command as the r oot user:

# sam

Choose the Kernel Configuration area.

Choose the Drivers area.

Choose the asynchronous disk driver (asyncdsk).
Select Actions>Add Driver to Kernel.

Select List>Configurable Parameters.

Choose the MAX_ASYNC_PORTS parameter.

Select Action>Modify Configurable Parameter.
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10.
11.

Specify a new value for the parameter, then choose OK.

The MAX_ASYNC_PORTS parameter is a configurable HP kernel parameter
that controls the maximum number of processes that can open the / dev/ async
file simultaneously.

The system displays an error when a process tries to open the / dev/ async file
after the maximum number of processes have opened the file. This error can
reduce performance on computers with a large number of shadow processes or
many parallel query slaves performing asynchronous 1/0. This error is not
recorded. To avoid this error, estimate the highest likely number of processes
that can access the / dev/ async file and set the MAX_ASYNC_PORTS
parameter to this value.

Choose Actions>Process a New Kernel.

Select one of the following options, then choose OK:

« Move Kernel Into Place and Shutdown System/Reboot Now

= Do Not Move Kernel Into Place: Do Not Shutdown/Reboot Now

If you choose the second option, the new kernel, viruni x_t est , and the
syst em SAMconfiguration file used to create it, are both created in the
/ st and/ bui | d directory.

To use the new kernel:

1.

Enter the following command to move the new kernel into place;

# [ usr/ sbi n/ knupdat e

Reboot the system by entering the following command:

# shutdown -r

To enable asynchronous 1/0 operations using the HP asynchronous device driver:

1.
2.

Log in as the r oot user.

Enter the following command to create a new device file:

# [ sbi n/ nknod /dev/ async ¢ 101 OxO

Enter the following command to verify that the / dev/ async device file exists
and has the major number 101:

#1s -1 /dev/async
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The output of this command should look similar to the following:
CrW------ 1lorcle oracle 101 0x000000 Gt 28 10: 32 /dev/ async
4. If necessary, give the device file the UNIX owner and permissions consistent
with those of the Oracle software owner.
If the Oracle software owner is or acl e, enter the following commands:

# [usr/bi n/ chown oracl e: dba /dev/ async
# [usr/bin/chnod 660 /dev/ async

Verifying Asynchronous I/0

To verify that asynchronous 170 is working:

1. Setthe DISK_ASYNCH_IO initialization parameter to TRUE.

2. Start the Oracle database.

3. Enter the following command to start the GlancePlus/UX utility:
$ gpm

4. In the main window, choose Reports>Process List.

5. Inthe Process List window, select the database writer process and choose
Reports>Process Open Files.

The list of files currently opened by the database writer process appears.
6. Look for the / dev/ async file or the mode 101 0x000000 in the list of open files.

If either the / dev/ async file or the mode 101 0x000000 is in the list, the

/ dev/ async file has been opened by the database writer process. This means
that the database writer process is executing 1/0 through the HP asynchronous
device driver and is working properly.
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Asynchronous Flag in SGA

Oracle9i release 1 (9.0.1) on HP uses a non-blocking polling facility provided by the
HP asynchronous driver to check the status of 1/0 operations. This polling is
performed by checking a flag that is updated by the asynchronous driver based on
the status of the 1/0 operations submitted. HP requires that this flag be in shared
memory.

Oracle9i configures an asynchronous flag in the SGA for each oracle process.
Oracle9i on HP has a true asynchronous I/0 mechanism where 1/0 requests can be
issued even though some previously issued I/0 operations are not complete. This
helps to enhance performance and ensures good scalability of parallel 1/0
processes.

Before Oracle8i release 8.1.7, the Oracle server was only able to execute 1/0
operations from shared memory using the HP asynchronous driver. Oracle8i release
8.1.7 executes 1/0 operations from both shared memory and process-private
regions using the new HP asynchronous driver. However, 1/0 operations through
the asynchronous driver are not asynchronous in nature. This is because Oracle8i
must perform a blocking wait to check the status of 1/0 operations submitted to the
asynchronous driver. Doing this causes some Oracle processes, for example the
database writer process, to essentially execute synchronous 1/0.

Disabling Data Prefetch on the HP Superdome for Oracle

HP Superdome systems have a data prefetch feature that might impair Oracle
performance in update or insert intensive applications. Oracle Corporation and
Hewlett-Packard Corporation recommend that you disable this feature for these
types of applications.

Prefetching data usually improves application performance. However, the Oracle
server is developed to run well on all HP systems, including those that do not
include the prefetch feature. In update and insert intensive applications, enabling
the data prefetch feature unintentionally creates contention on redo allocation and
redo copy latches. This contention is increased as the number of processors is
increased. Disabling the data prefetch feature helps to reduce redo latch contention.

HP Superdome systems can run multiple instances of the HP-UX 11i operating
system on a single server by defining multiple partitions within a Superdome
server. Each partition on a HP Superdome system acts as a logical server running a
single instance of HP-UX. Each system can boot, reboot, and operate independently
of other partitions and hardware within the Superdome system. Each partition has
its own console.
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To disable data prefetch on a HP Superdome system, you must disable the prefetch
option in each partition on which the Oracle server is running. To disable the
prefetch option for each partition:

1. Telnet to the Superdome system:

$ tel net superdone_host nane

The Guardian Server Processor (GSP) prompt appears.

2. At the prompts, enter your GSP username and password.

3. At the GSP prompt, enter the following command to access the Consoles menu:
GsP> QO

4. At the prompt, enter the number of the partition running the Oracle server.
The partition console appears.

5. Respond to the prompts that appear.

6. Loginto UNIX asther oot user.

7. Enter the following command to determine the partition hostname:

# host nane

8. Enter the following command to reboot the partition:

# shut down -r

The following message appears:

To di sconti nue boot, hit space bar within 10 secs..

9. Press the space bar within ten seconds to display the Boot Console Handler
(BCH) menu.

Note: If you do not press the space bar within ten seconds, the
partition reboots and you cannot access the BCH menu. If this
happens, you must repeat steps 6 through 8.

10. At the BCH menu prompt, enter COto display the BCH Configuration menu.
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11.

12.

13.
14.

At the Configuration Menu prompt, enter the following command:
Dat aPr ef et ch D SABLE

In UNIX, enter the following command to reboot the partition:

# shutdown -r

The following message appears:

To di sconti nue boot, hit space bar within 10 secs..

Ignore this message and allow the partition to reboot completely.

After the partition reboots, enter exi t to exit the partition.

To disable data prefetch on another partition where the Oracle server is running,
perform steps 4 through 14.
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Tuning for Oracle9i on Tru64

This appendix contains the following tuning information for Oracle9i on Tru64:

Gathering Database Statistics on Tru64
Oracle9i Real Application Clusters on Tru64
Tuning Asynchronous 1/0

Enabling Access to the Real Time Clock
Setting Up Raw Devices

Spike Optimization Tool

Enabling Oracle9i Directed Placement Optimizations

Tuning for Oracle9i on Tru64 C-1



Gathering Database Statistics on Tru64

Gathering Database Statistics on Tru64

Oracle9i release 1 (9.0.1) runs only on Tru64 UNIX V5.0A or higher. This is because
Compagq changed the size of the long double data type from 64 bits on Tru64 UNIX
V4.0x to 128 bits on Tru64 UNIX V5.x. This change causes certain Oracle operations
to perform with increased precision. One of these operations stores statistics in the

data dictionary after a table or index is analyzed.

The query optimizer within the Oracle server uses the statistics stored in the data
dictionary to determine how best to execute a query. If the stored statistics do not
match the statistic calculated by the query optimizer while it searches for the best
plan, the query optimizer might use the wrong plan to execute the query. This can
cause the query to perform poorly or fail.

For this reason, each schema should have all object statistics analyzed after the
upgrade. The ANALYZE_SCHEMA package analyzes the entire schema using
either estimate or calculate statistics. The ANALYZE_SCHEMA package estimates
statistics reasonably quickly depending on the number of rows or percentage of
rows sampled but it only produces statistics as accurate as the amount of data
sampled. The ANALYZE_SCHEMA package takes longer to calculate statistics but
it analyzes every block in the table or index to produce extremely accurate statistics.

The GATHER_SCHEMA _STATS package performs the same functions as the
ANALYZE_SCHEMA package but offers more flexibility. One of its features is the
ability to save the current table or index statistics in a table in case the new statistics
cause problems.

Oracle Corporation recommends that you use the same analysis and sampling
method when gathering the new statistics as you used in the previous Oracle
version.

See Also: For more information on gathering database statistics
on Tru64, see the Oracle9i Supplied PL/SQL Packages and Types
Reference.
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Oracle9i Real Application Clusters on Tru64

This section describes Oracle9i Real Application Clusters on Tru64.

Reliable Data Gram

Reliable Data Gram (RDG) is an IPC infrastructure for the Tru64 TruCluster
platform. It is the default IPC method on Tru64 in Oracle9i and is optimized for
Oracle9i Real Application Clusters environments.

Requirements

RDG requires that the node be a member of the cluster and connected through the
memory channel. Oracle Corporation recommends that you set the node-wide
operating system parameters listed in Table C-1 when using RDG.

Table C-1 RDG Subsystem Operating System Parameter Settings

Parameter Setting

max_objs At least 5 times the number of Oracle processes per node and
up to the larger of 10240 or the number of Oracle processes
multiplied by 70.

msg_size Equal to or greater than the maximum value of the DB_
BLOCK_SIZE parameter for the database.

Oracle Corporation recommends a value of 32768 because
Oracle9i supports different block sizes for each tablespace.

max_async_req At least 100.

Note: A value of 256 might provide better performance.
max_sessions At least the number of Oracle processes plus 2.

rdg_max_auto_msg_wires Must be set to 0.
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Enabling UDP IPC

In Oracle9i, RDG is the default IPC method on Tru64. When the Oracle9i Real
Application Clusters option is enabled, the Global Cache Service (GCS), Global
Enqueue Service (GES), Interprocessor Parallel Query (IPQ), and Cache Fusion use
RDG. The User Datagram Protocol (UDP) IPC implementation is still available but
you must enable it explicitly.

You must enable the Oracle9i Real Application Clusters option before enabling UDP
IPC. To enable the Oracle9i Real Application Clusters option, use the Oracle
Universal Installer or enter the following commands:

$ cd $CRACLE HOME/ rdbns/ 1 i b
$ make -f ins_rdbns. nk rac_on
$ nake -f ins_rdbns. nk i oracl e

For the Oracle IPC routines to use the UDP protocol, you must relink the or acl e
executable. Before performing the following steps, shut down all instances in the
cluster.

To enable the UDP IPC, enter the following commands:

$ cd $CRACLE HOME/ rdbns/ 1 i b
$ make -f ins_rdbns. nk i pc_udp
$ make -f ins_rdbns. nk ioracle

To disable UDP IPC and revert to the default implementation for Oracle9i Real
Application Clusters, enter the following commands:

$ cd $CRACLE HOME/ rdbns/ | i b
$ nake -f ins_rdons. nk rac_on
$ nake -f ins_rdbns. nk i oracl e
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TRUG4 _IPC_NET Initialization Parameter

The TRU64_IPC_NET initialization parameter is useful only if the Oracle9i Real
Application Clusters and UDP IPC options are enabled. These options enable users
to specify an interconnect for all IPC traffic that includes Oracle GCS, GES, and IPQ.
Use the TRU64_IPC_NET parameter when the Memory Channel interconnect is
overloaded. Overall cluster stability and performance might improve when you
force Oracle GCS, GES, and IPQ traffic over a different interconnect by setting the
TRUG64_IPC_NET parameter. For example, to use the first fiber distributed data
interface (FDDI) network controller for all GCS, GES, and IPQ IPC traffic, enter the
following:

TRUWB4 | PC NET="f t a0"
You can set this parameter to any interconnect that can be configured on a Tru64

UNIX system. If the specified interconnect device cannot be configured or does not
exist, Oracle9i uses the default network device for the system.

To determine the default network device for a system, enter the following
command:

$ grep NETDEV= /etc/rc.config | grep -v #
If the default network device for this system is ee0, the command displays the
following line:

NETDEV_0="ee0"

Tuning Asynchronous I/O

Oracle9i for Tru64 systems can perform either synchronous or asynchronous /0.
To improve performance, Oracle Corporation recommends that you use
asynchronous I/0. Set the DISK_ASYNCH_IO parameter to TRUE to enable
asynchronous I/70.

Oracle9i can use asynchronous 1/0 on any datafiles that are stored on AdVFS file
systems, cluster file systems (CFS), or raw devices. You must tune some operating
system parameters for optimal asynchronous 1/0 performance.
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Operating System Parameters

Use the following formulas to determine the asynchronous 1/0 parameter
requirements for a single instance. Note that the recommended setting of the
parameters must be adjusted to accommodate any other applications that use
asynchronous 170, including multiple Oracle9i instances on a single node. The
actual setting of each parameter is the sum of the requirements of all the Oracle9i
instances plus the requirements of any other applications. The following tables lists
the required real-time (rt) subsystem parameters on Tru64 systems:

Tru64 Version Parameter

Setting

5.1 and later aio_task_max_num

V5.0A aio_task_max_num
aio_max_num

Greater than the maximum of either the
DBWR 1/0 operations or the value of the DB_
FILE_MULTIBLOCK_READ_COUNT
initialization parameter, whichever is higher.

The maximum number of DBWR 1/0
operations defaults to 8192 unless the _DB_
WRITER_MAX_WRITES initialization
parameter is specified.

Greater than the maximum of either the
DBWR 1/0 operations or the value of the DB_
FILE_MULTIBLOCK_READ_COUNT
initialization parameter, whichever is higher.

The maximum number of DBWR 1/0
operations defaults to 8192 unless the _DB_
WRITER_MAX_ WRITES initialization
parameter is specified.

If you do not set these operating system parameters, the performance of Oracle9i is
reduced and spurious 170 errors might occur. These errors are stored in the alert

log and trace files.
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Direct I/0O Support and Concurrent Direct I/O Support Enabled in Oracle9i for Tru64

This section includes the following topics:
« Single Instance Requirements
« Clustered Systems

« Tru64 UNIX V5.1 Clustered Systems

Single Instance Requirements
Oracle9i has the following requirement on single instance installations:

« Tru6d UNIX 5.0A or later with the appropriate patchkits.

See Also: For information on Tru64 patchkits, see the Oracle9i
Quick Installation Procedure Release 1 (9.0.1) for Compaq Tru64 UNIX.

«  Oracle datafiles stored on a Tru64 UNIX AdVFS file system.

= The disks that use the AdVFS file system must be physically connected to the
computer running the Oracle9i instance. This includes disks attached by fiber
channel. This specifically excludes cases where 1/0 must be served by another
node because of a lack of physical connectivity.

On Tru64 UNIX V5.0A systems and higher in a non-clustered system environment,
the AdVFS file system and direct 1/0 give almost all of the performance of raw
devices because the file system cache is not used. In addition to this, the file system
allows you to more easily manage the database files.
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Clustered Systems

On V5.1 systems and higher, Tru64 supports CFS. CFS provides a single namespace
file system for all nodes in a cluster. All file systems mounted in a cluster are
automatically seen by all nodes in the cluster. Because it is layered on top of the
AdVFS file system, the CFS file system inherits much of the characteristics of
non-clustered systems.

Note: Oracle9i Real Application Clusters is not supported on
Tru64 UNIX 5.0A.

Tru64 UNIX V5.1 Clustered Systems

Oracle Corporation supports CFS only on Tru64 UNIX 5.1 or later because this file
system now supports a concurrent direct /0 model. Any node that has physical
connectivity to a drive can issue data 1/0 to its file systems without consulting with
the owning node.

All metadata changes to a file, for example extending, closing, changing the access
or modification date, are still served by the owner node and can still cause cluster
interconnect saturation. Therefore, it is possible for the CREATE TABLESPACE,
ALTER TABLESPACE, ADD DATAFILE, ALTER DATABASE DATAFILE, or
RESIZE commands to perform poorly on a CFS file system when compared to raw
devices.

Multiple Instance (Oracle9i Real Application Clusters) Requirements

Oracle9i Real Application Clusters requires that you store Oracle datafiles on the
Tru64 AdVFS file system. The disks that use the AdvFS file system must be
physically connected to all computers running the Oracle instances. This includes
disks attached by fiber channel. It excludes cases where 1/0 must be served by
another node because of physical connectivity.

If the database is running in archive mode and the archive logs are being written to
disk, the destination AdvFS domain should be served by the node of the instance
that is archiving the redo log. For example, if you have a three-node cluster with
one instance on each node (nodea, nodeb, and nodec), you must also have three
archive destination AdvFS domains (arcnodea, arcnodeb, and arcnodec). The
domains should be served by nodea, nodeb, and nodec respectively and the LOG _
ARCHIVE_DEST initialization parameter for each instance should specify their
respective locations.
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Enabling Access to the Real Time Clock

Many Oracle processes are timed, especially if the TIMED_STATISTICS
initialization parameter is set to TRUE. These timing functions call the Tru64 kernel
and can affect Oracle9i performance. There is a feature in Tru64 that gives a process
direct access to the real time clock. Using this feature improves performance more
on a heavily loaded system than on a lightly loaded system.

To enable this feature:
1. Loginasroot.
2. Enter the following commands:

# nknod /dev/tinedev ¢ 15 0
# chnod +r /dev/tinedev

If your system is a cluster running Tru64 UNIX V5.1 or higher, enter these
commands once on each cluster. If your system is a cluster running an earlier
version of Tru64, enter the commands on each node.

Note: The special file/ dev/t i nedev remains on the system after
rebooting.

3. Restart the Oracle9i instance.
The existence of the / dev/ t i medev file is checked only on instance startup.

Oracle Corporation recommends that you enable this feature on all instances in a
cluster, and therefore on all nodes.
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Setting Up Raw Devices

Caution: Do not attempt to set up raw devices without the help
of an experienced system administrator and specific knowledge
about the system you are using.

To set up raw devices/volumes on Tru64 systems:

1. Ifyou are using Oracle9i Real Application Clusters, make sure that the
partitions you are adding are on a shared disk. However, if your platform
supports a cluster file system certified by Oracle Corporation, you can store the
files that Oracle9i Real Application Clusters requires directly on the cluster file
system.

2. Determine the names of the free disk partitions.

A free partition is one that is not used for a Tru64 file system and complies with
these restrictions:

« Itis not listed when you execute the / usr/ sbi n/ nount command.
« Itisnotin use as a swap device.
« Itdoes not overlap a swap partition.

« Itisnotin use by other Tru64 applications (for example, other instances of
the Oracle9i server).

« Itdoes not overlap the Tru64 file system.
« It does not use a space already used by the file system.

To determine whether a partition is free, obtain a complete map of the starting
locations and sizes of the partitions on the device and check for free space.
Some partitions may contain file systems that are currently not mounted and
are not listed in the / usr/ sbi n/ nount output.

Note: Make sure that the partition does not start at cylinder 0.

3. Set up the raw device for use by the Oracle9i Server.

Begin by verifying that the disk is partitioned. If it is not, use the di skl abel
command to partition it.
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Enter the | s command to view the owner and permissions of the device file.
For example:

$1s -1la
Make sure that the partition is owned by the Oracle software owner. If

necessary, use the chown command to change the ownership on the block and
character files for the device. For example;

# chown oracl e /dev/rdi sk/dsk10c
Make sure that the partition has the correct permissions. If necessary, use the

chnmod command to make the partition accessible to only the Oracle software
owner. For example:

# chnod 600 /dev/ rdi sk/ dskl10c

Create a symbolic link to the raw devices you require. For example;

$ In -s /dev/rdi sk/ dskl0c /oracl e_data/ dat af i | e. dbf

To verify that you have created the symbolic link, use the character special
device (not the block special device) and enter the following command:
$ls -Ll datafile

The following message should appear:

crwkrwirwx oracl e dba datafile

Caution: This symbolic link must be set up on each node of the
cluster. Check that no two symbolic links specify the same raw
device.
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8. Create or add the new partition to a new database.

From SQL*Plus, enter the following SQL command:

Note: The size of an Oracle datafile created in a raw partition
must be at least 64 KB plus one Oracle block size smaller than the
size of the raw partition.

S > CREATE DATABASE sid
2 LOFILE '/oracle data/l ogl. dbf’ S ZE 100K
3 '/oracl e_data/l og2. dbf’ S ZE 100K
3 DATAH LE '/oracle data/datafile.dbf’ S ZE 10000K REUSE

To add the partition to a tablespace in an existing Oracle database instead,
enter:

Q> ALTER TABLESPACE t abl espace_nane
2 ADD DATAFI LE '/ dev/ rdi sk/ dsk10c’ Sl ZE 10000K REUSE;

You can use the same procedure to set up a raw device for the redo log files.

Spike Optimization Tool

The Spike optimization tool (Spike) is a performance optimization tool that
increases the performance of a Tru64 binary. In a testing environment, Spike, with
feedback, increased the performance of the Oracle9i server by up to 23 percent on
an OLTP workload.

For information on Spike, see the Tru64 documentation or enter one of the following
commands:

« man spike
« Spike
Oracle9i requires Spike version V5.1 (1.2.2.31.2.4 ADK) Feb 22 2001 or later.

Note: If you have a version of Spike earlier than V5.1 (1.2.2.31.2.4
ADK) Feb 22 2001, contact Compag for a patchkit.
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Using Spike

Enter the following command to check the version of Spike:

$ spi ke -V

You can download the latest version of Spike from the following URL.:

ht t p: // waw t r ué4uni x. conpag. cond spi ke/

Note: Oracle Corporation does not support versions of the Oracle
executable optimized using the spi ke command. If you encounter
a problem in an Oracle9i binary that has been optimized using
Spike, reproduce the problem with the original un-optimized
binary. If the problem persists, see the "Preface” for information on
Oracle services and support.

This section describes the system resource required by Spike, how and why to use

Spike optimization flags, and the various ways to run Spike.

Setting System Resources
Table C-2 shows the system resources required to run Spike.

Table C-2 System Resource Requirements for Spike

Resource Minimum Value
Physical memory 1024 MB
max-per-proc-address-space parameter in the sysconf i gt ab file 1024 MB
max-per-proc-data-space parameter in the sysconf i gt ab file 1024 MB
vm-maxvas parameter in the sysconfi gt ab file 1024 MB

To set the value of these parameters in the / et ¢/ sysconfi gt ab file, edit the
following lines:

pr oc:
nax- per - pr oc- addr ess- space = 0x40000000
nax- per - pr oc- dat a- si ze = 0x40000000

vm
vm naxvas = 0x40000000
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Set the limits in your shell environment to the highest values. For the C shell, enter:

%limt datasize unlimted
%l imt nmenoryuse unlimted
%Il imt vnenoryuse unlinted

Spike can run out of virtual memory if the stacksize limit is set too high. To avoid
this problem, enter the following C shell command:

%Ilimt stacksize 8192

Checking Optimization Flags

Spike provides a large number of optimization flags. However, you cannot use all
spi ke command optimizations with Oracle9i. The following Spike optimization
flags are certified to run with Oracle9i:

-arch - map -noaggressiveAlign -synbols live
-control Opt -nosplit -0 -tune

-fb -nochain - opt Thresh -V

- f eedback -noporder -splitThresh -V

When you run Spike, it places a copy of the optimization flags in the image header
comment section of the binary that you are optimizing. Oracle9i checks Spike
optimizations used on itself at the beginning of instance startup. If Oracle9i detects
an optimization not known to work for the Oracle9i binary, or if the binary had
been previously optimized with OM (the predecessor to Spike from Compagq), the
instance startup fails with an ORA-4940 error message. If the instance startup fails,
check the alert log file for more information.

Note: Oracle9i release 1 (9.0.1) requires that you use the Spike
-synbol s_| i ve optimization flag.
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Running Spike
Use one of the following methods to optimize an executable using Spike:

« Static spiking
= Running Spike with feedback

Static spiking requires only a few set-up steps and yields approximately half the
performance benefit possible compared to running Spike with feedback.

Running Spike with feedback includes all of the optimizations of static spiking plus
additional optimizations that are workload-related. Running spike with feedback
provides the best possible performance benefit, however, it requires considerably
more effort than static spiking.

For both running Spike with feedback and static spiking, Oracle Corporation
recommends running the spiked Oracle binary in a test environment before moving
it to a production environment.

Static Spiking

Static spiking performs optimizations that are not specific to your workload, such as
manipulating the gp register and taking advantage of the CPU architecture. In a test
environment, roughly half of the performance optimization gain possible from
Spike was through static spiking. Furthermore, static spiking is relatively
straight-forward and simple. The combination of simplicity and performance gain
makes static spiking worth the effort.

Perform the following steps to use static spiking:
1. Shut down the database.
2. Spike the or acl e image by entering the following command:

$ spi ke oracle -o oracle. spi ke -synbol s_| i ve

Tuning for Oracle9i on Tru64 C-15



Spike Optimization Tool

3. Save the original image and create a symbolic link to the spiked image by
entering the following commands:

$ nv oracle oracle.orig
$ In -s oracl e. spi ke oracl e

4. Start up the database.

Note: Before contacting Oracle for support, you must use the
original image to reproduce any problems.

Running Spike with Feedback

Running Spike with feedback performs all of the same optimizations as static
spiking plus optimizations that are workload-related such as hot and cold basic
block movement. In a test environment, approximately half of the performance
optimizations gained from Spike was due to the optimizations that depend on
feedback information. Running Spike with feedback requires multiple steps and
considerably more effort than static spiking. However, performance sensitive
customers may find the extra effort worthwhile.

Perform the followings steps to run Spike with feeback:
1. Instrument the Oracle binary by entering the following command:

$ pixie -output oracle.pixie -dirnane dir -pids oracl e i nage

In the preceding example, or acl e_i nage is your original image.

Note: The - di r name option saves the or acl e. Count s. pi d
files in the di r directory. Because these files are large and may be
numerous, depending on the workload, make sure that the
directory has enough disk space.

This step also creates an or acl e. Addr s file that is required later.

The output of the pi xi e command might contain errors. You can safely ignore
these errors.

2. Shut down the database.

C-16 Oracle9i Administrator's Reference



Spike Optimization Tool

Save the original image and create a symbolic link to the pixie image by
entering the following commands:

$ nv oracle oracle.orig
$In-s oracle.pixie oracle

Start up the database and run your workload.

You cannot run as many users as you could with the standard executable
because the pi xi e executable is larger and slower. As you use the Oracle9i
server, several or acl e. Count s. pi d files are created, where pi d is the process
ID for the corresponding Oracle process. Keep track of the process id of each
Oracle process for which the optimization is aimed. These could be the shadow
Oracle processes of the clients.

Shut down the database.

Create a symbolic link to replace the original executable by entering the
following command:

$In-s oracle.orig oracle
If you can identify one or acl e.Count s. pi d file as representative of your

workload, perform step a. If you must merge several counts files together to
better represent your workload, perform step b.

a. Make sure that the or acl e. Addr s file created by the pi xi e command,
the or acl e.Count s. pi d files, and the original Oracle executable are
available.

Use the process id (pid) to pick a representative or acl e.Count s. pi d file
and then copy it by entering the following command:

$ cp oracle. Qunts. pi d oracl e. unts
b. Use the pr of utility to merge several or acl e.Count s. pi d files.

See Also: See the pr of man pages for more information on this
utility.

If you are using the parallel query option, merge the or acl e.Count s. pi d

files generated by the query slaves and the query coordinator, which is the
shadow oracle process of the query-initiating client.
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If you are not using the parallel query option, merge the
oracl e.Count s. pi d files from the Oracle foreground processes that use
the most memory.

To merge the or acl e.Count s. pi d files, enter the following command:

$ prof -pixie -nerge oracle. Gounts $CRACLE HOME bi n/ oracl e \
oracl e. Addrs oracl e. Gunts. pi d1 oracl e. Gunt s. pi d2

8. Make sure that the or acl e. Addr s and or acl e. Count s files are available in
the current directory, then run Spike using the feedback information by entering
the following command:

$ spike oracle -fb oracle -o oracl e. spi ke_fb -synbol s_| i ve

The output of the spi ke command might contain errors. You can safely ignore
these errors.

9. Create a symbolic link to the new or acl e image by entering the following
command:

$In -s oracle.spike_fb oracle

10. Start up the database.

Enabling Oracle9i Directed Placement Optimizations

Compaq GS80, GS160, and GS320 systems consist of smaller building blocks called
Resource Affinity Domains (RADs). A RAD is a collection of tightly coupled CPUs,
memory modules, and an 170 controller coupled through a fast interconnect. A
second-level interconnect connects each of the RADs together to form a larger
configuration.

Unlike previous generation servers which have only one common shared
interconnect between CPUs, memory, and 1/0 controller, GS80, GS160, and GS320
servers can offer superior performance and memory access times when a particular
CPU accesses memory within its own RAD or uses its local 1/0 controller. Because
of the switched interconnect, all I/0 activity and memory accesses within one RAD
do not interfere with those within another RAD. However, because memory
accesses between a CPU and memory module located across RAD boundaries must
traverse two levels of interconnect hierarchy, these memory references take longer
relative to memory references that are within a RAD.
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Directed memory and process placement support (available on Trué4 UNIX V5.1
and higher) allows sophisticated applications to communicate their specific needs
for process and memory layout to the operating system. This communication results
in greater performance through increased localization of memory references within
a RAD.

Oracle9i includes enhanced support for the special capabilities of high performance
servers such as the GS80, GS160, and GS320. Directed placement optimizations
specifically take advantage of hierarchical interconnects available in GS80, GS160,
and GS320 class servers. All previous generation servers have a single shared
interconnect, so these servers neither directly benefit from directed placement
optimizations nor is there any loss of performance on these servers. Therefore, these
optimizations are disabled in Oracle9i.

Requirements to Run the Directed Placement Optimizations

The system must meet the following requirements for Oracle9i directed placement
optimizations to work:

«  The system must be a Compaq GS80, GS160, or GS320 AlphaServer or similar
locality sensitive Compaq system. The Oracle9i optimizations only affect
systems that are locality sensitive.

« The operating system must be Compaqg Tru64 UNIX V5.1 or higher. Previous
operating system versions do not include the required operating system
support for Oracle9i to perform directed process and memory placement.

Enabling Oracle Directed Placement Optimizations
To enable Oracle directed placement optimizations, follow these steps:

1. Shut down the Oracle instance.
2. Relink the Oracle server by entering the following commands:

$ cd SCRACLE HOME/ rdbns/ | i b
$ make -f ins_rdbns. nk nuna_on
$ make -f ins_rdbns. nk ioracle
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If you are not using a compatible version of Tru64 UNIX, the following message is
displayed:

Qperating System Version Does not Support NUVA

O sabl i ng NUWN

If you enable Oracle directed placement optimizations, and later change Tru64 to an
incompatible version, disable Oracle directed placement optimizations as described
in the following section.

Disabling Oracle Directed Placement Optimizations
To disable Oracle directed placement optimizations, follow these steps:

1. Shut down the Oracle instance.
2. Relink the Oracle server using the nunma_of f option:

$ cd $CRACLE HOME/ rdbns/ | i b
$ nake -f ins_rdbns. nk nuna_of f
$ nake -f ins_rdbns. nk i oracle

Using Oracle Directed Placement Optimizations

The Oracle directed placement optimizations assume an equi-partitioned
configuration. This means that all RADs are configured with the same number of
CPUs and the same amount of memory. The Oracle server is assumed to run across
all RADs on the system.

Oracle Initialization Parameters

To make the most efficient use of the local environment, Oracle9i adjusts some
initialization parameters automatically depending on the server configuration as
reported by the operating system. This practice eliminates common errors in
correctly computing subtle dependencies in these parameters.
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Tru64 UNIX System Parameters

You must set the system parameters in the following table to realize the full benefits

of a NUMA system:

Subsystem Parameters Setting

ipc ssm_threshold 0

ipc shm_allocate_striped 1 (default)

vm rad_gh_regions[0] Size of the Shared Global Area in MBs divided by
rad_gh_regions[1]... the number of RADs on the system
and so on

There are 63 rad_gh_regions parameters in the vm subsystem in Tru64 V5.1. Set
only the parameters for the total number of RADs on the system. For example, if
there are 4 RADs on the system (a GS160) and the SGA size is 10 GB, then set rad_
gh_regions[0], rad_gh_regions[1], rad_gh_regions[2], and rad_gh_regions[3] to
2500. Note that you might have to raise this value slightly to 2501 or 2502 to
successfully start the instance.

If CPUs and memory are taken off-line, Oracle9i continues to function, but loses
performance. If you anticipate frequent off-lining of RADs or equi-partitioning is
not feasible, Oracle Corporation recommends running Oracle9i Real Application
Clusters, using one instance per RAD. Using Oracle9i Real Application Clusters,
you can configure individual instances with different sets of initialization
parameters to match the actual RAD configuration. You can also start up or shut
down specific instances without affecting overall application availability.

Process Affinity to RADs

You can improve performance by directing the operating system to run the
processes on specific RADs. If connections to the database are made through the
Oracle Listener process, and there is a corresponding network interconnect adapter
on the RAD, you can run a listener on each RAD. To run the listener on a particular
RAD, enter the following command:

$ runon -r Isnrctl start [listener_nane]

All Oracle shadow processes are automatically created on the same RAD as the
Oracle listener.
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Running Oracle interMedia, Oracle Text, and
Oracle Spatial Demonstrations

This chapter contains information on running the Oracle9i interMedia, Oracle Text,
and Oracle9i Spatial demonstrations. It contains the following sections:

Oracle9i interMedia
Oracle Text

Oracle9i Spatial
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Oracle9i interMedia

Oracle9i interMedia is an integrated suite of utilities of that extends Oracle9i by
offering services to store, manage, and retrieve image, audio, and video data. It also
provides location services, and annotation services for multimedia data. Oracle9i
interMedia includes the following components:

= interMedia Annotator
« Locator
« Clipboard

Oracle9i interMedia includes a number of scripts and sample programs. See the
README files in the directories listed in Table D-1 for more information on each
script or sample program.

Table D-1 interMedia Demonstration Programs

Oracle intermedia Demonstration Directory

ORDAudio SQL $ORACLE_HQOVE/ or d/ aud/ deno/

ORDAudio Java $ORACLE_HOVE/ or d/ aud/ deno/ j ava/
ORDDoc SQL $ORACLE_HQOVE/ or d/ doc/ deno/

ORDDoc Java $ORACLE_HOWE/ or d/ doc/ deno/ j aval
ORDImage OCI $ORACLE_HOWE/ or d/ i ng/ deno/

ORDImage Java $ORACLE_HOWE/ or d/ i ng/ deno/ j aval
ORDVideo SQL $ORACLE_HQOVE/ or d/ vi d/ deno/

ORDVideo Java $ORACLE_HOVE/ or d/ vi d/ deno/ j ava/

Java Servlet Photo Album $ORACLE_HOVE/ or d/ j avaht t p/ deno/ servl et/
Java Server Pages Photo Album $ORACLE_HOWE/ or d/ j avaht t p/ denmo/ j sp/
Relational Interface $ORACLE_HOVE/ ord/i m deno/relintfc
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interMedia Annotator

Oracle9i interMedia Annotator includes a media finder demonstration that shows
you how to use Annotator in a content-management scenario. This demonstration is
located in the $ORACLE_HOVE/ or d/ Annot at or / deno directory.

See Also: For more information on interMedia Annotator, see Oracle
interMedia Annotator User’s Guide.

Locator

Oraclei Locator includes demonstrations that you can modify and run. These
demonstrations are located in the $ORACLE_HOVE/ nd/ deno directory.

Clipboard

Oracle Clipboard, a component of Oracle9i interMedia, is not available on the
Oracle9i CD. To download the Oracle Clipboard from the Oracle Technology
Network (OTN) web site:

Note: You must have an OTN account to download software from
this Web site. Click the Membership button on the OTN index page
to register for an OTN account

1. Enter the following URL in a browser:

http://otn.oracl e.com

2. Click the Products button.
3. Click the interMedia link under the Related Features and Products heading.
4. Click the Software tab on the interMedia page.

The login dialog box appears.

5. Enter your OTN username and password and click the OK button.
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Oracle Text

See Also: For information on using Clipboard, see the README files
and the Using Oracle interMedia on the Web guide, included in the
download.

Oracle Text

See the $ORACLE_HOVE/ ct x/ sanpl e/ api /i ndex. ht m file for information on
the Oracle Text code samples.

See Also: See the Oracle Text Reference for more information on
Oracle Text.

Oracle9i Spatial

See the SORACLE_HOVE/ md/ deno/ r eadre. t xt file for information on the
Oracle9i Spatial demonstration. See the Oracle Spatial User’s Guide and Reference for
information on Oracle9i Spatial.
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Oracle Cluster Management Software for

Linux

Oracle Cluster Management Software (OCMS) is available with Oracle9i on Linux
systems. This appendix contains the following sections:

Overview

Watchdog Daemon

Node Monitor

Cluster Manager

Starting OCMS

Watchdog Daemon and Cluster Manager Starting Options

Known Issues and Restrictions
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Overview

OCMS is included with the Oracle9i Enterprise Edition for Linux. It provides cluster
membership services, a global view of clusters, node monitoring, and cluster
reconfiguration. It is included as a part of Oracle9i Real Application Clusters on
Linux and is installed automatically when you choose Oracle9i Real Application
Clusters. OCMS consists of the following components:

« Watchdog Daemon
« Node Monitor
«  Cluster Manager

Figure E-1 shows how the Watchdog daemon provides services to the Cluster
Manager and to the Node Monitor. The Node Monitor passes node-level cluster
information to the Cluster Manager. The Cluster Manager passes instance-level
cluster information to the Oracle instance.
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Figure E-1 Oracle Instance and the Components of OCMS
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Watchdog Daemon

The Watchdog daemon (wat chdogd) uses the standard Linux Watchdog timer to
monitor selected system resources to prevent database corruption.

The Watchdog daemon monitors the Node Monitor and the Cluster Manager and
passes notifications to the Watchdog timer at defined intervals. The behavior of the

Watchdog timer is partially controlled by the CONFIG_WATCHDOG_NOWAYOUT
kernel configuration parameter.
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Oracle9i Real Application Clusters requires that you set the value of the CONFIG_
WATCHDOG_NOWAYOUT configuration parameter to Y (disable watchdog
shutdown on close). When the Watchdog timer detects an Oracle instance or service
failure, it resets the server to avoid possible corruption of the database. If the value
of the CONFIG_WATCHDOG_NOWAYOQUT parameter is N and a failure is
detected, the Watchdog timer does not reset the server.

Oracle9i Real Application Clusters uses the software implementation of the
Watchdog timer provided by the Linux kernel.

See Also: For information on how to set the CONFIG _
WATCHDOG_NOWAYOUT parameter, see the Oracle9i Installation
Guide Release 1 (9.0.1) for UNIX Systems and the
/usr/src/linux/Docunentation/configure. hel pfilein
the Linux kernel source code.

For more information on Watchdog devices, see the
[ usr/src/linux/Docunent ati on/wat chdog. t xt file in the
Linux kernel source code.

Node Monitor

The Node Monitor (or anm) maintains a consistent view of the cluster, and reports
the status of the nodes in the cluster to the Cluster Manager. The Node Monitor uses
a heartbeat mechanism. During normal operations, if the heartbeat mechanism fails
the Node Monitor uses a quorum partition on the shared disk to distinguish
between a node failure and a network failure.

The Node Monitors on all nodes in a cluster send heartbeat messages to each other.
Each node maintains a database containing status information on the other nodes.
The Node Monitors in a cluster mark a node inactive if the node fails to send a
heartbeat message within a defined time interval.

The heartbeat message from the Node Monitor on a remote server can fail for the
following reasons:

« The termination of the Node Monitor on the remote server
« A network failure

« Abnormally heavy load on the remote server
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From each cluster node, the Node Monitor periodically updates the designated
block on the quorum partition. Other nodes check the timestamp for each updated
block. If the heartbeat is dead and the block timestamp is current, the network has
failed.

If a node in a cluster stops sending heartbeat messages but continues writing to the
shared raw partition, the Node Monitors on other nodes recognize that a network
failure occurred. The Node Monitor reconfigures the cluster to terminate the
isolated nodes, ensuring that the remaining nodes in the reconfigured cluster
continue to function properly.

Abnormally heavy 170 loads can slow down the transmission of heartbeat
messages and might indicate a node failure. The Node Monitor works with the
Watchdog daemon to stop the node with the abnormally heavy load.

Cluster Manager

The Cluster Manager (or acn) maintains the process-level cluster status. The
Cluster Manager accepts registration of Oracle instances to the cluster and provides
a consistent view of Oracle instances. The Cluster Manager also propagates status
information to all the Oracle instances, enabling communication among instances.

If the LMON process or another Oracle process that can write to the shared disk
quits abnormally, the Cluster Manager daemon on the node detects it and requests
the Watchdog daemon to stop the node completely. This stops the node from
issuing physical 1/0 to the shared disk before Cluster Manager daemons on the
other nodes report the cluster reconfiguration to Oracle instances on the nodes. This
action prevents database corruption.
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Starting OCMS

The following sections describe how to start OCMS:
« Starting the Watchdog Daemon

« Configuring the Node Monitor

« Starting the Node Monitor

« Starting the Cluster Manager

« Configuring Timing for Cluster Reconfiguration

Note: Oracle Corporation supplies the $ORACLE _

HOVE/ or acnt bi n/ ocnst art . sh sample startup script. Run the
script as the r oot user using the ORACLE_HOME and PATH
environment variables as defined in the Oracle9i Installation Guide
Release 1 (9.0.1) for UNIX Systems. After you are familiar with
starting the Watchdog daemon, the Node Monitor, and the Cluster
Manager, you can use the script to automate the startup process.

Starting the Watchdog Daemon
To start the Watchdog daemon, enter the following commands:

$ su root
# cd $CRALE HOME or acni bi n
# wat chdogd -g dba

The default location of the Watchdog log file is $ORACLE_
HOVE/ or acnt | og/ wdd. | og.

The Watchdog daemon does not have configuration files. Table E-1 describes the
arguments that you can use when starting the Watchdog daemon.
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Table E-1 Watchdogd Daemon Arguments

Argument Valid Values Default Value Description

-1 nunber Oorl 1 If the value is 0, no resources are registered for monitoring.
This argument is used for debugging system configuration
problems.

If the value is 1, the Cluster Manager and the Node
Monitor are registered for monitoring. Oracle Corporation
recommends using this option for normal operations.

-m nunber 0 to 180000 0 Extends the margin time of the Watchdog daemon.

milliseconds For more information on Watchdog devices, see the

[usr/src/linux/Docunentati on/wat chdog. t xt
file in the Linux kernel source code.

-t nunber 10 to 3000 1000 The time interval at which the Watchdog daemon checks
milliseconds the heartbeat messages from its clients.

Note: number must be less than the value of the soft_
margin parameter.

-d string / dev/ wat chdog Path of the Watchdog timer file.
-e string $ORACLE Filename of the Watchdog daemon trace file.
HOVE/ or acnt | og/
wdd. | og
-g string "' (empty string) Makes the Watchdog daemon service available for the
No group is allowed processes owned by the group defined by the-g stri ng
argument.

to connect to the
Watchdog daemon.
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Configuring the Node Monitor

To configure the Node Monitor, create the nntf g. or a file in the $ORACLE
HOVE/ or acnf admi n directory on each node and set the following parameters:

1.

Specify the DefinedNodes parameter. This parameter lists all nodes belonging
to the cluster. You must define the host names in the / et ¢/ host s file before
installing Oracle9i. For example, enter the following where nodel, node?2,
node3, and node4 are the host names of the nodes in the cluster:

Def i nedNbdes=nodel node2 node3 node4

Specify the quorum partition location in the CmDiskFile parameter. For
example, if your quorum partition is / dev/ r awl, enter the following:

D skF | e=/ dev/ rawl

Specify the CmHostName parameter. This parameter stores the local host name
for private networking. You must define the local host name in the

/ et c/ host s file before installing Oracle9i. For example, enter the following
where nodel is the host name used for internode communication:

(ntbst Name=nodel

Save the configured file to the $ORACLE_HOVE/ or acni admi n directory.

See also: For more information on defining the / et ¢/ host s file,
see the Oracle9i Installation Guide Release 1 (9.0.1) for UNIX Systems.
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Table E-2 lists all of the configurable Node Monitor parameters in the nntf g. ora
file.

Table E-2 Node Monitor Parameters of the nmcfg.ora File

Parameter Valid Values Default Value Description

Autoloin Oorl 0 If this parameter is set to 1, the Node
Monitor joins the cluster when the Node
Monitor starts. The default action is that the
Node Monitor joins the cluster when the
Cluster Manager requests to join the cluster.

CmbDiskFile Up to 256 No default value.  Pathname of the quorum partition.

characters You must set the
value explicitly.

CmHostName Up to 256 Host name of the  Store the local host name for private

characters local node. networking. Define the name in the
/ et c/ host s file.
CmServiceName Up to 256 CmSrvr Service name to be used for communication
characters among the Node Monitors. If the Node
Monitor cannot find the service name in the
| et c/ servi ces file, it uses the port
designated by the CmServicePort parameter.

CmServicePort 1 to 65535 60001 Port number to be used for communication
among Node Monitors when the CmService
Name parameter cannot designate the port
number.

DefinedNodes Up to 4096 No default value.  List of host names, separated by spaces, of

characters You must set the all the nodes in the cluster.
value explicitly.

MissCount 2 to 1000 3 When the Node Monitor finds that a node
failed to send a heartbeat message within the
time specified by adding the value of the
MissCount parameter and the value of the
Pollinterval parameter, the Node Monitor
defines the node as dead.

Pollinterval 10 to 180000 1000 Sends heartbeat messages at this interval.

milliseconds

WatchdogMarginWait  See "Configuring 70000 Specifies the delay between a node failure

Timing for Cluster
Reconfiguration™
on page E-13.

and the commencement of Oracle9i Real
Application Clusters cluster reconfiguration.
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Starting the Node Monitor
To start the Node Monitor:

1.

Confirm that the Watchdog daemon is running by entering the following
command:

$ ps -elf | grep watchdogd

As the r oot user, start the Node Monitor as a background process. Redirect the
output to a log file (although output is not normally expected).

The following example shows how to start a Node Monitor service:

$ su root
# cd $CRACLE HOME or acnd bi n
# oranm </ dev/ nul | >$CRACLE HOME oracni | og/ nmout 2>&1 &

In the preceding example, all of the output messages and error messages are
written to the $ORACLE_HOVE/ or acni | og/ nm out file.

The or anmprocess spawns multiple threads. You can list all the threads by
entering the ps - el f command.
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Table E-3 describes the arguments of the or anmexecutable.

Table E-3 oranm Argument

Argument Description

/c Indicates verbose mode. It prints messages sent from the
Cluster Manager to the Node Monitor.

le:file The name of the trace file for the Node Monitor. The maximum
filename length is 192 characters. The default value is
$ORACLE_HOVE/ or acn? | og/ nm | og.

/r Shows brief help for the Node Monitor parameters. The Node
Monitor does not start if you specify this argument.

/s Indicates verbose mode. It prints detailed information about
Node Monitor network traffic.

/v Indicates verbose mode. It prints detailed information about

/ x: MaxLogSi ze

/?

every activity of the Node Monitor.

This arguments specifies the maximum size of the trace file.
When the size of the trace file reaches this maximum value and
it is the first trace file, the Node Monitor renames the trace file
tofile.startup and creates a new trace file. When the size
of a trace file reaches this maximum value and it is not the first
trace file, the Node Monitor renames the trace file to
file.bak and creates a new trace file. The minimum value of
MaxLogSi ze is 4096 and its maximum value is 2147483647. (A
value of -1 = indicates an unlimited maximum size.) The
default value is 1000000.

Shows help for the arguments of the Node Monitor. The Node
Monitor does not start if you specify this argument.
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Starting the Cluster Manager

Perform the following steps to start the Cluster Manager:
1. Confirm that the Watchdog daemon and Node Monitor are running.

2. Confirm that the host name specified by the CmHostName parameter in the
nncg. or a file is listed in the / et ¢/ host s file.

3. Asther oot user, start the or acmprocess as a background process. Redirect
any output to a log file. For example, enter the following:

$ su root
# cd $CRACLE_HOME or acni bi n
# oracm </ dev/ nul | >$CRACLE HOME oracni | og/ cmout 2>&1 &

In the preceding example, all of the output messages and error messages are
written to the $ORACLE_HOVE/ or acni | og/ cm out file.

The or acmprocess spawns multiple threads. To list all the threads, enter the ps
-el f command.

Table E-4 describes the arguments of the or acmexecutable.

Table E-4 Cluster Manager Arguments

Argument Description

[a:action Defines the action taken when the LMON process or another
Oracle process that can write to the shared disk terminates
abnormally.

Ifacti on is 0, noaction is taken. If acti on is 1 (the
default), the Cluster Manager requests the Watchdog daemon
to stop the node completely.

/d Enables debug mode. If you set this argument, the Cluster
Manager prints trace information that is useful for
investigating problems.

le:file The name of the trace file for the Cluster Monitor. The
maximum filename length is 192 characters. The default value
is SORACLE_HOWE/ or acn | og/ nm | og.

/v Indicates verbose mode. It prints detailed information on every
activity of the Cluster Manager.
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Table E-4 Cluster Manager Arguments (Cont.)

Argument Description

/ x: MaxLogSi ze This arguments specifies the maximum size of the trace file.
When the size of the trace file reaches this maximum value and
it is the first trace file, the Cluster Manager renames the trace
filetofil e.startup and creates a new trace file. When the
size of a trace file reaches this maximum value and it is not the
first trace file, the Cluster Manager renames the trace file to
file.bak and creates a new trace file. The minimum value of
MaxLogSi ze is 4096 and its maximum value is 2147483647.
(A value of -1 indicates an unlimited maximum size.) The
default value is 1000000.

/? Shows help for the arguments of the Cluster Manager. The
Cluster Manager does not start if you specify this argument.

Configuring Timing for Cluster Reconfiguration

To avoid database corruption when a node fails, there is a delay before the Oracle9i
Real Application Clusters reconfiguration commences. Without this delay,
simultaneous access of the same data block by the failed node and the node
performing the recovery can cause database corruption. The length of the delay is
defined by WatchdogMarginWait parameter. By default, the time between when the
failure is detected and the start of the cluster reconfiguration is 70 seconds.

The value off the WatchdogMarginWait parameter must be greater than the value of
the Watchdog daemon - margument plus the value of the soft_margin parameter.

See Also: See "Starting the Watchdog Daemon" on page E-6 for
information on the Watchdog daemon - margument. See the
Oracle9i Installation Guide Release 1 (9.0.1) for UNIX Systems for
information on setting the soft_margin parameter.

If you decrease the value of the WatchdogMarginWait parameter, you must ensure
that the sum of the value of the Watchdog daemon - margument value and the
value of the soft_margin parameter are less than the value of the
WatchdogMarginWait parameter.

For example, if you decrease the value of the WatchdogMarginWait parameter to
65000 ms, set the value of the soft_margin parameter to 50000 ms and the value of
the Watchdog daemon - margument to 10000 ms.
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To avoid database corruptions, reduce the value of the soft_margin parameter
before you reduce the value of the WatchdogMarginWait parameter:

1. Stop the Oracle instance.

2. Ifyou load the sof t dog module from a system startup file, reduce the value of
the soft_margin parameter as follows:

a. Edit the script to reduce the value of the soft_margin parameter. For
example, enter:

/sbin/insnod softdog soft_nargi n=50

b. Reboot the server.

# shutdown -r now

3. If you do not load the sof t dog module from a system startup file, reduce the
value of the soft_margin parameter as follows:

a. Ifthe sof t dog module is already loaded, reboot the server.

# shutdown -r now

b. Load the sof t dog module with a smaller value for the soft_margin
parameter. For example:

# /sbin/insnmod softdog soft_nargi n=50

4. Change the value of the WatchdogMarginWait parameter in the $ORACLE _
HOVE/ or acnf adm n/ nntf g. or a file. For example, enter the following line:

it chdoghMar gi nVii t =64000

5. Restart wat chdogd, or anm and or acm and the Oracle instance.
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Watchdog Daemon and Cluster Manager Starting Options

This section describes how to disable a system reset caused by a node failure. You
can also use this procedure for testing or debugging.

By default, the Watchdog daemon starts with an option of -1 1 and the or acm
process starts with an option of / a: 1. With these default values, the unexpected
termination of the LMON process, or anm or acm and wat chdogd causes a system
reset. Also, in the current version, when the wat chdogd daemon is running with an
option of -1 1, the only way to stop or acm or anm and wat chdogd is to reboot
the system. Therefore, if you run OCMS to perform testing or debugging, Oracle
Corporation recommends usingthe-1 0 and-d /dev/ nul | options of the

wat chdogd daemon and the / a: 0 option of the or acmcommand.

Known Issues and Restrictions

This sections describes restrictions that apply when you use the following Oracle9i
Real Application Clusters features with OCMS:

« Lamport System Change Number Generation
« ARCHIVELOG Mode and Recovery

= Shared Server

Lamport System Change Number Generation

Lamport System Change Number (SCN) generation improves the performance of
transactions. You can enable or disable the Lamport SCN generation. A delay occurs
between the time that the Oracle instance commits an update on a node and the
time the instance reflects upon a query on other nodes.

To enable or disable the Lamport SCN generation, set the MAX_COMMIT _
PROPAGATION_DELAY initialization parameter, using Table E-5 to determine the
appropriate value. The default value is 90000.

Table E-5 Values of the MAX_COMMIT_PROPAGATION_DELAY Parameter

Value Delay (seconds) Lamport Clock
0 0 No

1to 299 Value divided by 100 No

300 to 700 3 No

Greater than 700 6 Yes (default)
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In the preceding table, the Value column lists values of the MAX_COMMIT _
PROPAGATION_DELAY initialization parameter. The Delay column lists the
maximum delay between a commit occurrence on an instance and the time a
commit becomes valid on all other instances. The Lamport Clock column indicates
whether the Lamport SCN generation is enabled.

ARCHIVELOG Mode and Recovery

To enable database recovery, set the THREAD initialization parameter to a value
other than 0 when you use the database in ARCHIVELOG mode. Otherwise,
database recovery is not possible.

Shared Server

If you use Shared Server with Oracle9i Real Application Clusters, the value of the
MAX_SERVERS initialization parameter must be equal to or greater than the value
of the TRANSACTIONS parameter or the Oracle instance deadlocks.
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Optimal Flexible Architecture

This appendix contains information on the Optimal Flexible Architecture (OFA)
standard. The OFA standard is a set of configuration guidelines created to ensure
fast, reliable Oracle databases that require little maintenance. This appendix
contains the following sections:

« Optimal Flexible Architecture
« Optimal Flexible Architecture Implemented on UNIX

Optimal Flexible Architecture F-1



Optimal Flexible Architecture

Optimal Flexible Architecture

Oracle Corporation recommends that you implement the OFA standard when you
install and configure Oracle9i.

OFA is designed to:

« Organize large amounts of complicated software and data on disk, to avoid
device bottlenecks and poor performance

« Facilitate routine administrative tasks such as software and data backup, which
are often vulnerable to data corruption

« Facilitate switching between multiple Oracle databases
« Adequately manage and administer database growth

« Help eliminate fragmentation of free space in the data dictionary, isolate other
fragmentation, and minimize resource contention

Characteristics of an OFA-Compliant Database

This section describes characteristics of a database that complies with the OFA
standard.

File System Organization
The file system is organized to enable easy administration for issues such as:

« Adding data into existing databases
= Adding users
« Creating databases

« Adding hardware

Distributed 1/0O Loads

170 loads are distributed across enough disk drives to prevent performance
bottlenecks.

Hardware Support

In most cases, investment in new hardware is not required to take advantage of the
OFA standard.
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Safeguards Against Drive Failures

By distributing applications across more than one drive, drive failures affect as few
applications as possible.

Distribution of Home Directories
The following items can be distributed across more than one disk drive:

= The collection of home directories

= The contents of an individual home directory

Integrity of Login Home Directories

You can add, move, or delete login home directories without having to revise
programs that refer to them.

Independence of UNIX Directory Subtrees

Categories of files are separated into independent UNIX directory subtrees so that
files in one category are minimally affected by operations on files in other
categories.

Supports Concurrent Execution of Application Software

You can execute multiple versions of application software simultaneously, enabling
you to test and use a new release of an application before abandoning the previous
version. Transferring to a new version after an upgrade is simple for the
administrator and transparent for the user.

Separates Administrative Information for Each Database

The ability to separate administrative information on one database from that of
another ensures a reasonable structure for the organization and storage of
administrative data.

Uses Consistent Database File Naming
Database files are named so that:

« Database files are easily distinguishable from all other files
« Files of one database are easily distinguishable from files of another database
= Control files, redo log files, and datafiles are identifiable as such

« The association of datafile to tablespace is clearly indicated

Optimal Flexible Architecture F-3



Optimal Flexible Architecture Implemented on UNIX

Separation of Tablespace Contents
Tablespace contents are separated to:

« Minimize tablespace free space fragmentation
« Minimize I/0 request contention

« Maximize administrative flexibility

I/O Loads Tuned Across All Drives

170 loads are tuned across all drives, including drives storing Oracle data in raw
devices.

Additional Benefits of OFA for Oracle9i Real Application Clusters
For Oracle9i Real Application Clusters Installations:

« Administrative data is stored in a central place, accessible to all database
administrators

« Administrative data for a particular instance can be identified by filename

Optimal Flexible Architecture Implemented on UNIX

Mount Points

This section describes the naming strategy recommended by the OFA standard.

This section describes the naming conventions for mount points.

Create Mount Points

An installation of Oracle9i requires at least two mount points: one for the software
and at least one for the database files. To implement the OFA recommendations
fully, Oracle9i requires at least four mount points: one for the software and at least
three for database files.

Mount Point Syntax

Name all mount points using the syntax / pm where p is a string constant and mis a
unique fixed-length key (typically a two-digit number) used to distinguish each
mount point. For example: / u01 and / u02, or/ di sk01 and / di sk02.
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Naming Mount Points for Very Large Databases (VLDBS)

If each disk drive contains database files from one application and there are enough
drives for each database to prevent I/0 bottlenecks, use the syntax / pm q/ dmfor
naming mount points. Table F-1 describes the variables used in this syntax.

Table F-1 Syntax for Naming Mount Points

Variable Description

pm A mount point name

q A string denoting that Oracle data is stored in this directory

dm The value of the initialization parameter DB_NAME (synonymous with the

instance sid for single-instance databases)

For example, mount points named / u01/ or adat a/ t est and
/ u02/ or adat a/ t est allocate two drives for the Oracle test database.

Naming Directories
This section describes the naming conventions for OFA compliant directories.

Home Directory Syntax

Name home directories using the syntax / pmi h/ u. Table F-2 describes the
variables used in this syntax.

Table F-2 Syntax for Naming Home Directories

Variable Description

pm A mount point name

h A standard directory name

u The name of the owner of the directory

For example, / uO1/ app/ or acl e is the Oracle software owner home directory
(also referred to as the Oracle base directory, the default directory used by the
installer) and / u01/ app/ appl ngr is an Oracle applications software owner home
directory.
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Placing home directories at the same level in the UNIX file system is advantageous
because it allows the collection of applications owner login home directories on
different mount points to be referred to using the single pattern matching string,

[ *] app/ *.

Referring to Pathnames

Refer to explicit pathnames only in files designed specifically to store them, such as
the password file, / et ¢/ passwd, and the Oracle or at ab file. Refer to group
memberships only in the / et ¢/ gr oup file.

Software Directories

To help fulfill the OFA feature of simultaneously executing multiple versions of
application software, store each version of the Oracle9i Server software in a
directory matching the pattern/ pm h/ u/ pr oduct / v.

Table F-3 describes the variables used in this syntax.

Table F-3 Syntax for Naming Oracle9i Server Software Directories

Variable Description

pm A mount point name

h A standard directory name

u The name of the owner of the directory
v The version of the software

For example, / uO1/ app/ or acl e/ product/ 9. 0. 1 indicates the Oracle9i parent
directory. Set the ORACLE_HOME environment variable to this directory.
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Naming Subdirectories

To facilitate the organization of administrative data, Oracle Corporation
recommends that you store database-specific administration files in subdirectories
matching the pattern/ h/ admi n/ d/ a/ , where h is the Oracle software owner’s
home directory, d is the database name (DB_NAME), and a is a subdirectory for
each of the database administration files. Table F-4 describes the database
administration file subdirectories.

Table F-4 Subdirectories for Database Administration Files

Subdirectory Description

adhoc Ad hoc SQL scripts for a particular database
arch Archived redo log files
adunp Audit files

(Set the AUDIT_FILE_DEST initialization parameter to the adunp
directory. Clean out this subdirectory periodically.)

bdunp Background process trace files

cdunp Core dump files

create Programs used to create the database

exp Database export files

| ogbook Files recording the status and history of the database
pfile Instance parameter files

udunp User SQL trace files

For example, the adhoc subdirectory has the pathname
/ u01/ app/ or acl e/ adm n/ sab/ adhoc/ if the adhoc subdirectory is part of the
database named sab.
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Naming Database Files

The following naming convention for database files ensures that they are easily
identifiable:

File Type File Naming Convention

Control files [pm g/ d/control.ctl
Redo log files [ pm q/ d/ redon. | og
Datafiles [ pm g/ d/ tn. dbf

The following table describes this syntax:

Variable Description

pm A mount point name described previously in this chapter

o} A string distinguishing Oracle data from all other files (usually named
ORACLE or oradata)

d The value of the initialization parameter DB_NAME (synonymous with the
instance sid for single-instance databases)

t An Oracle tablespace name

n A two-digit string

Note: Do not store files other than control files, redo log files, or
datafiles associated with database d in the path / pn g/ d.

Following this convention, you could produce, for example, a datafile with the
name / u03/ or adat a/ sab/ syst enD1. dbf , making it easy to see the database to
which the file belongs.
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Separate Segments With Different Requirements

Separate groups of segments with different lifespans, 1/0 request demands, and
backup frequencies across different tablespaces.

Table F-5 describes the special tablespaces that the Database Configuration
Assistant (DBCA) creates for each Oracle database. If you manually create a
database, you must create the required tablespaces. These tablespaces are in
addition to those required for application segments.

See Also: For Information on creating tablespaces manually, see
the Oracle9i Database Administrator’s Guide.

Table F-5 Special Tablespaces

Tablespace Required Description

SYSTEM Yes Data dictionary segments

TEMP Yes Temporary segments

RBS Yes Rollback segments

USERS Yes Miscellaneous user segments

INDX No Index associated with data in the USERS tablespace
OEM_REPOSITORY  No Repository for Oracle Enterprise Manager

DRSYS No Oracle interMedia segment

Creating these special tablespaces is effective because data dictionary segments are
never dropped, and no other segments that can be dropped are allowed in the
SYSTEM tablespace. Doing this ensures that the SYSTEM tablespace does not
require a rebuild due to tablespace free-space fragmentation.

Because rollback segments are not stored in tablespaces holding applications data,
the administrator is not blocked from taking an application’s tablespace offline for
maintenance. The segments are partitioned physically by type, and the
administrator can record and predict data growth rates without using complicated
tools.
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Naming Tablespaces

Name tablespaces descriptively using a maximum of eight characters. Although
Oracle9i tablespace names can be 30 characters long, portable UNIX filenames are
restricted to 14 characters. The recommended standard for a datafile basename is

t n. dbf , wheret is a descriptive tablespace name and n is a two-digit string.
Because the extension plus the two-digit string occupy a total of six characters, only
eight characters remain for the tablespace name.

Descriptive names enable the datafile to be associated with the tablespace that uses
it. For example, the names GLD and GLX might be used for the tablespaces storing
General Ledger data and indices, respectively.

Note: Do not embed reminders of the word "tablespace" in your
tablespace names. Tablespaces are distinguishable by context, and
names do not need to convey information on type.

Exploiting the OFA Structure for Oracle Files

Table F-6 describes the syntax used for identifying classes of files.

Table F—6 Directory Structure Syntax for Identifying Classes of Files

Directory Structure Syntax Description

/u[0-9][0-9] User data directories

/*/ horre/ * User home directories

[ *| app/ * User application software directories

[ *1 app/ appl ngr Oracle applications software subtrees

[ *] app/ or acl e/ product Oracle software subtrees

[ */ app/ oracl e/ product/9.0.1 Oracle Server release 9.0.1 distribution files
[ */ app/ or acl e/ adm n/ sab sab database administrative subtrees

[ *] app/ or acl e/ adni n/ sab/ arch/ * sab database archived log files

/*/ oradat a Oracle data directories
/ */ or adat a/ sab/ * sab database files
[ */ oradat a/ sab/*. | og sab database redo log files
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OFA File Mapping

Table F-7 shows a hierarchical file mapping of a sample OFA-compliant database,

including each file mount point, application, database, and tablespace. The
filenames indicate the file type (control, log, or data).

Table F—7 Hierarchical File Mapping for OFA Installation

Directory Description

/ Root mount point

/u01/ User data mount point 1

/u01/ app/ Subtree for application software

/ u01/ app/ or acl e/

/ u01/ app/ or acl e/ adni n/

/ u01/ app/ or acl e/ adm n/ TAR

/ u01/ app/ or acl e/ adni n/ db_nanel/
/ u01/ app/ or acl e/ adni n/ db_nane2/
/ u01/ app/ or acl e/ doc/

/ u01/ app/ or acl e/ product/

/ u01/ app/ or acl e/ product/8. 1. 6/
/ u01/ app/ oracl e/ product/8. 1.7/
/ u01/ app/ or acl e/ product/9.0. 1/
/u0l1/ app/|Ith/

/u01/ app/ sbm

/u01/ or adat a/

/ u01/ or adat a/ db_nanel/

/ u01/ or adat a/ db_nane2/

/u02/

/u02/ horre/

/u02/ home/ cvnt

/ u02/ hore/ vr i

/u02/ or adat a/

/ u02/ or adat a/ db_nanel/

/ u02/ or adat a/ db_name2/

Home for or acl e software user

Subtree for database administration files
Subtree for support log files

admi n subtree for db_namel database

adm n subtree for db_name2 database

Online documentation

Distribution files

Oracle home directory for release 8.1.6 instances
Oracle home directory for release 8.1.7 instances
Oracle home directory for release 9.0.1 instances
Home directory for a user

Home directory for a user

Subtree for Oracle data

Subtree for db_namel database files

Subtree for db_name2 database files

User data mount point 2

Subtree for login home directories

Home directory for a user

Home directory for a user

Subtree for Oracle data

Subtree for db_namel database files

Subtree for db_name2 database files
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Table F—7 Hierarchical File Mapping for OFA Installation (Cont.)

Directory Description
/ u03/ User data mount point 3
/ u03/ or adat a/ Subtree for Oracle data

/ u03/ or adat a/ db_namel/ Subtree for db_namel database files

/ u03/ or adat a/ db_name2/ Subtree for db_name2 database files

File Mapping for a Multiple-Instance OFA Database

When using the Oracle9i Real Application Clusters, select one node to act as the
Oracle administrative home for the cluster. The administrative home contains the
administrative subtree. Create subdirectories for each instance accessing the
database within the bdunp, cdunp, | ogbook, pfi | e, and udunp directories of the
~/ admi n/ d/ directory. Mount the admi n directory for the administrative home as
the admi n directory for every instance. Table F-10 shows a sample directory
structure.

Table F-8 Administrative Directory Structure for Dual-Instance Oracle9i Real
Application Clusters

Directory Path Description

/ u01/ app/ or acl e/ adni n/ sab/
/u01/ adhoc/

/u01/ arch/

/u01/ arch/redo001. arc

/ u01/ bdunp/

/u01/ bdunp/instl/

/u01/ bdunp/inst2/

/u0l1/ cdunp/

/u01/ cdunp/instl/

/u01/ cdunp/inst2/

/u01/ create/

/u0l/ createl/ 1-rdbns. sql

/ u01/ exp/

/ u01/ exp/ 20000120f ul | . dnp
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Administrative directory for sab database
Directory for miscellaneous scripts

Log archive destination for all instances
Archived redo log file

Directory for background dump files
Background dump destination for instl instance
Background dump destination for inst2 instance
Directory for core dump files

Core dump destination for instl instance

Core dump destination for inst2 instance
Directory for creation scripts

SQL script to create inst database

Directory for exports

January 20, 2000 full export dump file
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Table F-8 Administrative Directory Structure for Dual-Instance Oracle9i Real

Application Clusters (Cont.)

Directory Path

Description

/ u01/ exp/ export/

/u01/ exp/import/

/u01/1 ogbook/

/u01/1 ogbook/i nst 1/

/u01/1 ogbook/ i nst 1/ par ans. 1st
/u01/1 ogbook/i nst2/

/u01/1 ogbook/ i nst 2/par ans. 1st
/u01/ 1 ogbook/ user. 1st

/u0l/ pfilel

/u0l/ pfilelinstl/
/u0l/pfile/instl/initinstl. ora
/u0l/ pfilelinst2/
/u0l/pfilel/inst2/initinst2. ora
/u01/ udunp/

/u01/ udunp/inst1/

/u01/ udunp/ i nst2/

Directory for export parfiles

Directory for import parfiles

Directory for loghook entries

Directory for instl instance reports
V$PARAMETER report for instl instances
Directory for inst2 instances reports
V$PARAMETER report for inst2 instances
DBA_USERS report

Directory for instance parameter files
Directory for instl instance parameters
Instance parameters for instl instance
Directory for inst2 instance parameters
Instance parameters for inst2 instance
Directory for user dump files

User dump destination for instl instance

User dump destination for inst2 instance
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Directory Structure

The following sections describe the directory structure for OFA compliant
installations.

ORACLE Base Directory

The Oracle base directory is the root of the Oracle directory structure. When
installing an OFA-compliant database using the Oracle Universal Installer, the
default Oracle base directory is set to / pm app/ or acl e. Table F-9 describes an
Oracle base directory structure and content.

Table F-9 Oracle Base Directory Structure and Content

Directory Description

adm n Administrative files

doc Online documentation

| ocal Subtree for local Oracle software
pr oduct Oracle software

Oracle Home Directory

If you install an OFA-compliant Oracle Server, the Oracle home directory is

/ pm app/ or acl e/ product/ rel ease_nunber. Table F-10 describes the Oracle
home directory structure and content. Under UNIX, the Oracle home directory
contains the subdirectories described in Table F-10, as well as a subdirectory for
each Oracle product installed.

Table F-10 Oracle Home Directory Structure and Content

Directory Description

assi stants Configuration Assistants
bi n Binaries for all products

ctx interMedia Text options

dbs Initialization files

i nstall Installation-related files

lib Oracle product libraries

jlib Java classes

nmd Spatial options
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Table F-10 Oracle Home Directory Structure and Content (Cont.)

Directory Description

m x Xerox Stemmer (for interMedia Text options)
net wor k Oracle Net Services files

oconmon Common files for all products

odg Data gatherer files

oracore Core libraries

ord Data options

otrace Oracle TRACE files

pl sql PL/SQL files

pr econp Precompiler files

r dbns Server files and libraries required for the database
sl ax SLAX parser files

sql pl us SQL*Plus files

Examples of Product Subdirectories
Table F-11 shows examples of product subdirectories and their contents.

Table F-11 Examples of Product Subdirectories

Directory Description
r dbns adm n,doc,install,lib,log, mesg
sql pl us adm n,deno, doc, install,lib,nmesg

Optimal Flexible Architecture F-15



Optimal Flexible Architecture Implemented on

UNIX

Contents of Product Subdirectories

Table F-12 describes the subdirectories contained in the r dbns and sql pl us
product subdirectories.

Table F-12 Contents of Product Subdirectories

Directory Description

adm n Administrative SQL and shell scripts (for example, cat al og. sql ,
cat exp. sqgl ,and denvo. sql )

adm n/ * Special directories for other products

admi n/ resource
admi n/ t er m nal
deno

doc

install

jlib

lib

| og

nesg

Resource files

Runtime terminal files

Demonstration scripts and datafiles

README files (for example, r eadmeuni x. doc)

Product installation scripts

Product Java classes

Product libraries and distributed make files

Trace files and log files (for example, orasrv. | og and *. t r c files)

U.S. message files and Multilingual Option (formerly National
Language Support) message text and binary files (for example,
oraus. nsg and or aus. nsb)
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File Naming Conventions in the admin Directory
Table F-13 shows the SQL scripts located in the r dbns/ adni n directory.

Table F-13 admin Directory, File Naming Conventions

File Description
cat *. sql Creates catalog and data dictionary tables and views. The following files
are run automatically during installation:
.« catal og. sql (for all installations)
« catproc.sql (forall installations)
« catclust.sqgl (for Oracledi Real Application Clusters option
installations)
« catrep. sql (for all installations)
The cat proc. sql file in turn runs the scripts for creating the standard
PL/SQL packages, such as DBMS_SQL and DBMS_OUTPUT.
d*. sql Downgrade scripts
dbns*. sql Additional database packages
u*. sql Upgrade scripts
utl *. sql Creates tables and views for database utilities

Filename Extensions
Table F-14 describes filename extensions.

Table F-14 Filename Extensions

Extension Description

a Obiject file libraries; Ada runtime libraries
.aud Oracle audit file

.bdf X11 font description file

.bmp X11 bitmap file

.C C source file

.ctl SQL*Loader control file; Oracle Server control file
.dat SQL*Loader datafile

.dbf Oracle Server tablespace file

.dmp Export file

.doc ASCII text file
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Table F-14 Filename Extensions (Cont.)

Extension

Description

.env
.h
jar
A

lis
.log
.mk
.msb

.msg

.ora
.orc
.pc
.pco
.ppd
.sh
.sql
.Sys
.tab
.trc
tut
.utd

.Zip

Shell script file for setting environment

C header file; also, sr . h is a SQL*Report Writer help file
Java class archive

UNIX manual page

Output of SQL*Plus scrip

Installation log files; Oracle Server redo log file
Make file

Multilingual Option message file (binary)
Multilingual Option message file (text)
Object module

Oracle configuration file

Installation prototype file

Pro*C source file

Pro*COBOL source file

Printer driver file

Bourne shell script file

SQL script file

Bourne shell script file

SQL script file

Trace file

Bourne shell script file

Uniform Terminal Definition file

Zip file
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CLASS_PATH environment variable, 1-5
Cluster file system, 2-14
Cluster Manager
argument reference, E-12
starting, E-12
starting options, E-15
threads of, E-3
command interpreter, 1-7
common environment
setting, 1-8
CONFIG_WATCHDOG_NOWAYOUT
parameter, E-3
configuration
encapsulator, 5-9
master agent, 5-9
configuration files
Oracle Net, 5-2
Oracle Net Services, 5-2
precompiler, 4-2
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coraenv, 1-4
CPU usage
priority level of processes,
tuning, 2-16
CREATE CONTROLFILE parameter, 1-15
CREATE DATABASE parameter, 1-15

2-16

D

Data prefetch, B-7
database
block size, A-6
database files, 1-18
DB_BLOCK_BUFFERS initialization
parameter, 1-12
DB_BLOCK_SIZE initialization parameter,
dba group, 1-16
dbhome file, 1-8
debugger programs, 4-4
demonstration programs
oracle call interface,
Pro*C/C++, 4-8
Pro*COBOL, 4-13
Pro*FORTRAN, 4-16
SQL*Module for Ada,
demonstration tables
creating manually, 3-3
deleting, 3-4
SQL*Plus, 3-3
demonstrations
PL/SQL, 1-29
precompiler, 1-31
SQL*Loader, 1-25
the procedural option, PL/SQL,
Direct 1/0 support on Tru64, C-7
directed placement optimizations,
disk
monitoring performance,
disk 170
file system type,
170 slaves, A-13
tuning, 2-14
DISM, 1-13
DISPLAY environment variable, 1-6

1-12

4-20

4-18

1-29

C-18

2-15

2-14
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documentation
accessing, Xxv
navigation files, xv

on administration and tuning,
on migrating and upgrading from previous

release, xvi
related, xvi
where installed, xv
dynamic and static linking
Oracle libraries, 4-4

XVi

E
encapsulator configuration,
environment variables, 4-11,

5-9
4-12

MicroFocus COBOL compiler,

ORACLE_DOC, xv
TNS_ADMIN, 5-2

4-11

EPC_DISABLED environment variable,

expst command, C-16
Extended file system, 2-14

1-3

E

file systems, 2-14

files
dbhome, 1-8
root.sh, 1-8
trace files, 2-20

FORMAT precompiler,
Pro*COBOL, 4-15
free command, 2-6

4-14

G

Glance/UX, 2-10
glogin.sql file, 3-2

H

help facility, 3-4

HOME environment variable,
HP Superdome, B-7

HP-UX tools, 2-10, 2-11
HTTP server log files, 1-25
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imp
BUFFER parameter for, A-7

impst command, C-16

initialization parameters
BACKGROUND_DUMP_DEST, 1-20, 2-20
BITMAP_MERGE_AREA_SIZE, 1-20
COMMIT_POINT_STRENGTH, 1-20
CONTROL_FILES, 1-20
CREATE_BITMAP_AREA_SIZE, 1-20
DB_BLOCK_BUFFERS, 1-12
DB_BLOCK_SIZE, 1-12,1-20
DB_FILE_DIRECT_IO_COUNT, 1-20
DB_FILE_MULTIBLOCK_READ_COUNT, 1-21
DISTRIBUTED_TRANSACTIONS, 1-21
HASH_AREA_SIZE, 1-21
HASH_MULTIBLOCK_IO_COUNT, 1-21
JAVA_POOL_SIZE, 1-12,1-21
LOCK_SGA, 1-21
LOG_ARCHIVE_DEST, 1-21
LOG_ARCHIVE_FORMAT, 1-21
LOG_BUFFER, 1-21
LOG_CHECKPOINT_INTERVAL, 1-21
MAX_DISPATCHERS, 1-21
MAX_DUMP_FILE, 2-20
MAX_SERVERS, 1-21
NLS_LANGUAGE, 1-21
NLS_TERRITORY, 1-21
OBJECT_CACHE_MAX_SIZE_PERCENT, 1-22
OBJECT_CACHE_OPTIMAL_SIZE, 1-22
OPEN_CURSORS, 1-22
OS_AUTHENT_PREFIX, 1-22
PROCESSES, 1-22
SHARED_POOL_SIZE, 1-12,1-22
SHARED_SERVERS, 1-21
SORT_AREA_SIZE, 1-22
USER_DUMP_DEST, 2-20

initsid.ora file, 1-20

installation
Oracle Internet Directory, xvi
Oracle Workflow, xvi

instances
commit occurrence on, E-16

Intelligent Agent

configuration on SNMP, 5-9

interMedia

Annotator, D-3
Java Servlet Photo Album Demonstration, D-2
JavaServer Pages Photo Album
Demonstration, D-2
ORD Image OCI Demonstration, D-2
ORDAwudio Java Demonstration, D-2
ORDAudio SQL Demonstration, D-2
ORDDoc Java Demonstration, D-2
ORDDoc SQL Demonstration, D-2
ORDImage Java Demonstration, D-2
ORDVideo Java Demonstration, D-2
ORDVideo SQL Demonstration, D-2
Web Agent and Clipboard, D-3

interrupting SQL*Plus, 3-7
Intimate Shared Memory, 1-11,1-12
170

asynchronous on AlX, A-11
asynchronous on HP, B-3
asynchronous on Trué4, C-5
tuning, 2-14

170 slaves, A-13
iostat command, 2-5
IPC protocol, 5-6

ireclen, 4-4
ISM, 1-13
J

JAVA_POOL_SIZE initialization parameters, 1-12
Journaled file system, 2-14

L

lamport clock

restrictions, E-16

LANG environment variable, 1-6

language, 1-3

LANGUAGE environment variable, 1-6
LD_LIBRARY_PATH environment variable, 1-6
LDPATH environment variable, 1-6

LIBPATH environment variable, 1-6
Lightweight Timer, B-3
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Locator, D-3

log writer process (LGWR), 2-16
login.sql file, 3-2

LP_DEST environment variable, 1-6
LPDEST environment variable, 1-6
Isps command, 2-6

M

master agent configuration, 5-9
max_async_req parameter, C-3
MAX_COMMIT_PROPAGATION_DELAY

parameter, E-15
max_objs parameter, C-3
max_sessions parameter, C-3
MAXDATAFILES parameter, 1-15
maxfree parameter, A-2
MAXINSTANCES parameter, 1-15
MAXLOGFILES parameter, 1-15
MAXLOGHISTORY parameter, 1-15
MAXLOGMEMBERS parameter, 1-15
maxperm parameter, A-2, A-4
memory

contention, A-2

estimating usage, 1-14

tuning, 2-11

virtual, 1-14
memory management, 2-11

control paging, 2-13

swap space, 2-12
MicroFocus COBOL compiler, 4-11
minfree parameter, A-2
minperm parameter, A-2, A-4
MLOCK privilege, B-4
mpstat command, 2-7
msg_size parameter, C-3
multiple signal handlers, 4-25

N

National Language Support (NLS) environment

variable, 1-3
NLS_LANG environment variable, 1-3
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NM. See Node Monitor
Node Monitor
configuring, E-8
starting, E-10
threads of, E-3
NUMA
See directed placement optimizations

O

OCMS
Watchdog daemon, E-3
oinstall group, 1-17
oper group, 1-17
Optimal Flexible Architecture
characteristics of OFA, F-2
file mapping, F-2, F-11
ORA_NLS environment variable, 1-3
ORA_TZFILE environment variable, 1-3
oracle account, 1-18
oracle advanced security, 5-11
oracle call interface, 4-20
demonstration programs, 4-20
oracle enterprise manager intelligent agent,
Oracle environment variables
EPC_DISABLED, 1-3
NLS_LANG, 1-3
ORA_NLS, 1-3
ORA_NLS33, 1-3
ORA _TZFILE, 1-3
ORACLE_BASE, 1-3
ORACLE_HOME, 1-4
ORACLE_PATH, 1-4
ORACLE_SID, 1-4
ORACLE_TRACE, 1-4
Oracle9i variables, 1-3
ORAENV_ASK, 14
SQLPATH, 1-4
TNS_ADMIN, 1-5
TWO_TASK, 1-5
Oracle HTTP Server, 1-24
Oracle libraries
static and dynamic linking, 4-4
Oracle Net
products and features, 5-2
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Oracle Net configuration files, 5-2 P

Oracle Net Services .
adapters utility, 5-3 page-outactivity,  2-13
ADDRESS specification, 5-4 paging, _2'13
BEQ protocol, 5-5 excessive, A-2, A-5
files and utilities, 5-2 inadequate, A-5
IPC protocol, 5-6 paging space, 2-11
oracle advanced security, 5-11 tuning, 2-11,2-13
oracle enterprise manager intelligent agent, 5-9 parameters

protocol support, 5-4 aio_max_num, C-6
protocols, 5-4 aio_task_max_num, C-6

RAW protocol, 57 CREATECONTROLAILE, 115
TCP/IP protocol, 5-7 o

Oracle Net Services configuration files, 5-2 CREATE DATABAC‘:S? 1-15
oracle precompiler and OCI linking and makefiles max_async_req, C-
custom makefiles, 4-22 MAX_COMMIT_PROPAGATION_
undefined symbols, 4-23 Dil'_AY’C 3E'15
oracle run time system max_opjs, -
Pro*COBOL. 4-13 max_sessions, C-3
oracle software owner, 1-16 MA)}EDAT?F;LES 1-15
special accounts, 1-16 maxiree, A-

Oracle System Identifier, 1-4 mﬁitggﬂ:_sﬁ'soml(lsl 15
Oracle TCP/IP protocol, 5-7 L

Oracle Text, D-4 MAXLOGMEMBERS, 1-15

ORACLE_BASE environment variable, 1-3 maxperm, A-2, A-4

ORACLE_DOC environment variable, xv minfree, A-2

ORACLE_HOME environment variable, 1-4 minperm, = A-2, A-4

ORACLE_PATH environment variable, 1-4 msg_size, C-3

ORACLE_SID environment variable, 1-2, 1-4 OS_AUTHENT_PREFIX, 1-18

Oracle9i Spatial, D-4 rad_gh_regions, C-21.

oracm, E-12 rdg_max_auto_msg_wires, C-3

oradism command, 1-13 SCHED_NOAGE, B-2

oraenv file SGA_MAX_SIZE, 1-13
description, 1-8 shm_allocate_striped, C-21

moving between databases, 1-8 SHM_MAX,  1-11
ORAENV_ASK, 1-4 SHM_SEG, 1-11
ORAINVENTORY, 1-17 SHMMAX, 111
orapwd command, 1-19 SHMSEG,  1-11

orapwd utility, 1-19 THREAD, E-16
TIMED_STATISTICS, B-3,C-9

oreclen, 4-4 TRU64_IPC_NET, C-5
OS_AUTHENT_PREFIX parameter, 1-18 i e
OSDBA, 1-16 PATH environment yarlable, 1-7
OSOPER, 1-17 PL/SQL demonstrations, 1-29

loading, 1-29
Polycenter advanced file system, 2-14
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precompiler configuration files, 4-2
precompilers

overview, 4-2

running demonstrations, 1-31

signals, 4-25

uppercase to lowercase conversion, 4-4

value of ireclen and oreclen, 4-4

values, 4-4

vendor debugger programs, 4-4
PRINTER environment variable, 1-7
Pro*C/C++

demonstration programs, 4-8

make files, 4-8

signals, 4-25

using, 4-8
Pro*COBOL, 4-10

demonstration programs, 4-13

FORMAT precompiler, 4-14, 4-15

naming differences, 4-10

oracle run time system, 4-13

user programs, 4-14

using, 4-12
PRODUCT_USER_PROFILE Table, 3-3
Programmer’s Analysis Kit (HP PAK), 2-11
protocols, 5-4

ADDRESS specification, 5-5
PTX Agent, 2-8

R

rad_gh_regions parameter, C-21
raw device setup, 2-19
raw devices, 2-17
buffer cache size, 2-17
guidelines for using, 2-18
Oracle9i Real Application Clusters
installation, 2-18
raw disk partition availability, 2-18
setting up, 2-18
Tru64, C-10
RAW protocol, 5-7
rdg_max_auto_msg_wires parameter, C-3
Real Time Clock, C-9
related documentation, xvi
Reliable Data Gram, C-3
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relinking, 1-9
remote connections parameters
OS_AUTHENT_PREFIX, 1-19
resource contention
tuning, 2-16
restrictions (SQL*Plus), 3-7
resizing windows, 3-7
return codes, 3-7
root.sh script, 1-8
running operating system commands, 3-6

S

sar command, 2-4,2-13
SCHED_NOAGE parameter, B-2
SCOTT account, 1-19
scripts
start_peer, 5-10
security, 1-17,1-18
features of UNIX, 1-17
file ownership, 1-17
group accounts, 1-17
two-task architecture, 1-17

setup files
SQL*Plus, 3-2
SGA, 1-11, A-7

determining, 1-12
SGA_MAX_SIZE parameter, 1-13
shadow process, 1-17
SHARED_ POOL_SIZE initialization

parameters, 1-12
SHELL environment variable, 1-7
SHLIB_PATH environment variable, 1-7
shm_allocate_striped parameter, C-21
SHM_MAX parameter, 1-11
SHM_SEG parameter, 1-11
SHMMAX parameter, 1-11
SHMSEG parameter, 1-11
SIGCLD two-task signal, 4-24
SIGINT two-task signal, 4-24
SIGIO two-task signal, 4-24
signal handlers

using, 4-24
signal routine, 4-25

example, 4-25



SIGPIPE two-task signal, 4-24
SIGTERM two-task signal, 4-24
SIGURG two-task signal, 4-24
Simple Network Management Protocol
(SNMP), 5-9
smit
See System Management Interface Tool
SNMP
and Intelligent Agent, 5-9
SNMP and Intelligent Agent, 5-9
snmpd executable, 5-10
software distribution, 1-4
Spatial demonstrations, D-4
special accounts, 1-16
Spike optimization tool, C-12
SPOOL command
SQL*Plus, 3-7
using, 3-7
SQL scripts, 2-11
SQL*Loader, A-7
SQL*Module for Ada
user programs, 4-19
using, 4-18
SQL*Plus
default editor, 3-6
demonstration tables, 3-3
editor, 3-6
help, 3-4
help facility, 3-4
interrupting, 3-7
PRODUCT_USER_PROFILE Table, 3-3
restrictions, 3-7
running operating system commands, 3-6
setup files, 3-2
site profile, 3-2
SPOOL command, 3-7
system editor, 3-6
user profile, 3-2
using, 3-6
SQLPATH environment variable, 1-4
SSL, 1-24
ssm_threshold parameter, C-21
start_peer script, 5-10
static and dynamic linking
oracle libraries, 4-4

Sun Nihongo COBOL, 4-12
compiler environment variables, 4-12
swap command, 2-6
swap space, 2-11
tuning, 2-11
swapinfo command, 2-6
swapon command, 2-6
SYS account, 1-19
SYSDATE, 1-9
SYSTEM, 1-19
system editor
SQL*Plus, 3-6
system time, 1-9

T

TCP/IP protocol, 5-7

ADDRESS, 5-6,5-8
THREAD initialization parameter, E-16
thread support, 4-24
TIMED_STATISTICS parameter, B-3, C-9
TMPDIR environment variable, 1-7
TNS listener, 5-7

configuring for Oracle TCP/IP protocol, 5-7
TNS_ADMIN environment variable, 1-5
tools, 2-3
trace and alert files

alert files, 2-20

trace file names, 2-20

using, 2-17,2-20
tracing Bourne shell scripts, 1-4
TRUG64_IPC_NET parameter, C-5
tuning, 2-11

archiver buffers, A-6

CPU usage, 2-16

disk I70, 2-14

I/0 bottlenecks, 2-14

memory management, 2-11

resource contention, 2-16

SGAon AlX, A-7

trace and alert files, 2-17, 2-20

UDP, A-21
tuning tools

AIX System Management Interface Tool, 2-7

free, 2-6
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Glance/UX, 2-10
iostat, 2-5
Isps, 2-6
mpstat, 2-7
Programmer’s Analysis Kit (HP PAK), 2-11
PTX Agent, 2-8
PTX Manager, 2-8
sar, 2-4
swap, 2-6
swapinfo, 2-6
swapon, 2-6
vmstat, 2-3
TWO_TASK environment variable, 1-5

U

UDP IPC, C-4
UDP tuning, A-21
unified file system, 2-14
UNIX environment variables
ADA_PATH, 1-5
CLASSPATH, 1-5
DISPLAY, 1-6
HOME, 1-6
LANG, 1-6
LANGUAGE, 1-6
LD_LIBRARY_PATH, 1-6
LD _OPTIONS, 1-6
LDPATH, 1-6
LIBPATH, 1-6
LPDEST, 1-6
PATH, 1-5,1-7
PRINTER, 1-7
SHELL, 1-7
SHLIB_PATH, 1-7
TMPDIR, 1-7
XENVIRONMENT, 1-7
UNIX groups
dba, 1-16
oinstall, 1-17
oper, 1-17
UNIX System V file system, 2-14
user interrupt handler, 4-25
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user profile
SQL*Plus, 3-2
user programs
Pro*COBOL, 4-14
SQL*Module for Ada, 4-19
using SQL*Plus, 3-6

\Y,

Veritas file system, 2-14
vmstat command, 2-3, 2-13
vmtune command, A-2

w

Watchdog daemon
description, E-3
polling, E-7
starting, E-6
starting options, E-15

X

XA functionality, 4-26
XENVIRONMENT environment variable,
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