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Preface

Oracle Real Application Clusters Installation and Configuration Guide explains how to
install and configure Oracle Clusterware and Oracle Real Application Clusters (RAC).
This preface contains the following topics:

= Intended Audience

= Documentation Accessibility
»  Structure

= Related Documents

s Conventions

Intended Audience

Oracle Real Application Clusters Installation and Configuration Guide provides
configuration information for network and system administrators, and database
installation information for database administrators (DBAs) who install and configure
RAC.

Documentation Accessibility

Our goal is to make Oracle products, services, and supporting documentation
accessible, with good usability, to the disabled community. To that end, our
documentation includes features that make information available to users of assistive
technology. This documentation is available in HTML format, and contains markup to
facilitate access by the disabled community. Accessibility standards will continue to
evolve over time, and Oracle is actively engaged with other market-leading
technology vendors to address technical obstacles so that our documentation can be
accessible to all of our customers. For more information, visit the Oracle Accessibility
Program Web site at

http://www.oracle.com/accessibility/

Accessibility of Code Examples in Documentation

Screen readers may not always correctly read the code examples in this document. The
conventions for writing code require that closing braces should appear on an
otherwise empty line; however, some screen readers may not always read a line of text
that consists solely of a bracket or brace.

xiii



Structure

Xiv

Accessibility of Links to External Web Sites in Documentation

This documentation may contain links to Web sites of other companies or
organizations that Oracle does not own or control. Oracle neither evaluates nor makes
any representations regarding the accessibility of these Web sites.

TTY Access to Oracle Support Services

Oracle provides dedicated Text Telephone (ITTY) access to Oracle Support Services
within the United States of America 24 hours a day, seven days a week. For TTY
support, call 800.446.2398.

This document is divided into five parts. It contains the following chapters:

Part I: "Oracle Clusterware and Oracle Real Application Clusters Installation
Planning and Requirements"

Part I introduces the Oracle Clusterware and RAC installation process.

Chapter 1, "Introduction to Installing and Configuring Oracle Clusterware and
Oracle Real Application Clusters"

This chapter describes the RAC installation process and provides Oracle Clusterware
and RAC installation planning information.

Part lI: Oracle Clusterware and Oracle Real Application Clusters Pre-Installation
Procedures

Part II describes the platform-specific pre-installation procedures for installing Oracle
Clusterware and RAC.

Chapter 2, "Pre-Installation Tasks"

This chapter describes the server pre-installation procedures for installing Oracle
Clusterware and RAC.

Chapter 3, "Configuring Oracle Clusterware and Oracle Database Storage"

This chapter describes pre-installation procedures for configuring storage for Oracle
Clusterware and Oracle Real Application Clusters.

Part llI: "Installing Oracle Clusterware and Oracle Database 10g with Oracle Real
Application Clusters, Creating Oracle Real Application Clusters Databases, and
Performing Post-Installation Tasks"

Part III describes how to install Oracle Clusterware and Oracle Database 10g with Real
Application Clusters for Linux.

Chapter 4, "Installing Oracle Clusterware"
This chapter describes how to install Oracle Clusterware for Linux.

Chapter 5, "Installing Oracle Database 10g with Oracle Real Application Clusters"

This chapter describes how to install Oracle Database 10g with Oracle Real
Application Clusters on all operating systems.



Chapter 6, "Creating Oracle Real Application Clusters Databases with Database
Configuration Assistant"

This chapter explains how to use Database Configuration Assistant to create RAC
databases.

Chapter 7, "Oracle Real Application Clusters Post-Installation Procedures"
This chapter describes the post-installation tasks for RAC.

Part IV: Oracle Real Application Clusters Environment Configuration

Part IV provides Oracle Database 10g Real Application Clusters environment
configuration information.

Chapter 8, "Configuring the Server Parameter File in Oracle Real Application
Clusters Environments"

This chapter describes the use of the server parameter file (SPFILE) in Oracle Real
Application Clusters.

Chapter 9, "Understanding the Oracle Real Application Clusters Installed
Configuration”

This chapter describes the Oracle Database 10¢ Real Application Clusters installed
configuration.

Part V: Oracle Clusterware and Oracle Real Application Clusters Installation and
Configuration Reference Information

Part V provides reference information for the installation and configuration of RAC.

Appendix A, "Troubleshooting the Oracle Clusterware and Oracle Real Application
Clusters Installation Process"

This appendix provides RAC installation and configuration troubleshooting
information.

Appendix B, "Using Scripts to Create Oracle Real Application Clusters Databases"
This appendix explains how to use scripts in RAC.

Appendix C, "Configuring Raw Devices for Oracle Real Application Clusters"

This appendix explains how to configure shared disk subsystems using raw devices in
RAC environments.

Appendix D, "Converting to Oracle Real Application Clusters from Single-Instance
Oracle Databases"

This appendix describes how to convert to Oracle Database 10g RAC from
single-instance Oracle databases.

Appendix E, "Directory Structure for Oracle Database 10g Oracle Real Application
Clusters Environments"

This appendix describes the directory structure for the installed RAC software.

Appendix F, "How to Stop Processes in an Existing Oracle Real Application
Clusters Database"

This appendix describes how to shut down processes running in an existing RAC
database in preparing to install patch updates or making other changes.
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Appendix G, "Managing Oracle Database Port Numbers"

lists the default port numbers and describes how to change the assigned port after
installation.

Related Documents
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For more information, refer to the following Oracle resources:

Oracle Real Application Clusters Documentation

»  Oracle Database Oracle Clusterware and Oracle Real Application Clusters Administration
and Deployment Guide

Error messages for Java tools and Oracle Clusterware are in this book. All other error
messages are available only online, or by using Tahiti, the Oracle documentation
search tool.

Installation Guides
»  Oracle Diagnostics Pack Installation

Operating System-Specific Administrative Guides
»  Oracle Database Administrator’s Reference, 10g Release 2 (10.2) for UNIX Systems

»  Oracle Database Platform Guide for Microsoft Windows (32-Bit)
»  Oracle Database System Administration Guide 10g Release 2 (10.2) for IBM z/OS
(0S/390)

Oracle Database 10g Real Application Clusters Management

»  Oracle Database Oracle Clusterware and Oracle Real Application Clusters Administration
and Deployment Guide

»  Oracle Database 2 Day DBA
»  Getting Started with the Oracle Diagnostics Pack

Generic Documentation
m  Oracle Database New Features

»  Oracle Database Net Services Administrator's Guide
»  Oracle Database Concepts
»  Oracle Database Reference

Printed documentation is available for sale in the Oracle Store at the following Web
site:

http://oraclestore.oracle.com/

To download free release notes, installation documentation, white papers, or other
collateral, please visit the Oracle Technology Network (OTN). You must register online
before using OTN; registration is free and can be done at the following Web site:

http://otn.oracle.com/membership/

If you already have a username and password for OTN, then you can go directly to the
documentation section of the OTN Web site at the following Web site:

http://otn.oracle.com/documentation/



Oracle error message documentation is available only in HTML. You can browse the
error messages by range in the Documentation directory of the installation media.
When you find a range, use your browser's "find in page" feature to locate a specific
message. When connected to the Internet, you can search for a specific error message
using the error message search feature of the Oracle online documentation.

Printed documentation is available for sale in the Oracle Store at the following Web
site:

http://oraclestore.oracle.com/

To download free release notes, installation documentation, white papers, or other
collateral, please visit the Oracle Technology Network (OTN). You must register online
before using OTN; registration is free. Register for OTN at the following Web site:

http://otn.oracle.com/membership/

If you already have a username and password for OTN, then you can go directly to the
documentation section of the OTN Web Site:

http://otn.oracle.com/documentation/

Conventions

This section describes the conventions used in the text and code examples of this
documentation set. It describes:

s Conventions in Text

= Conventions in Code Examples

Conventions in Text

We use various conventions in text to help you more quickly identify special terms.
The following table describes those conventions and provides examples of their use.

Convention Meaning Example
Bold Bold typeface indicates terms that are When you specify this clause, you create an

defined in the text or terms that appearina index-organized table.

glossary, or both.
Italics Italic typeface indicates book titles or Oracle Database Concepts

emphasis. Ensure that the recovery catalog and target

y g &
database do not reside on the same disk.

UPPERCASE Uppercase monospace typeface indicates ~ You can specify this clause only for a NUMBER
monospace elements supplied by the system. Such column.

(fixed-width)
font

elements include parameters, privileges,
datatypes, RMAN keywords, SQL
keywords, SQL*Plus or utility commands,
packages and methods, as well as Query the TABLE_NAME column in the
system-supplied column names, database = USER_TABLES data dictionary view.
objects and structures, usernames, and
roles.

You can back up the database by using the
BACKUP command.

Use the DBMS_ STATS.GENERATE_STATS
procedure.
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Convention

Meaning

Example

lowercase
monospace
(fixed-width)
font

lowercase
italic
monospace

(fixed-width)
font

Lowercase monospace typeface indicates
executables, filenames, directory names,
and sample user-supplied elements. Such
elements include computer and database
names, net service names, and connect
identifiers, as well as user-supplied
database objects and structures, column
names, packages and classes, usernames
and roles, program units, and parameter
values.

Note: Some programmatic elements use a
mixture of UPPERCASE and lowercase.
Enter these elements as shown.

Lowercase italic monospace font represents
placeholders or variables.

Enter sglplus to start SQL*Plus.
The password is specified in the orapwd file.

Back up the data files and control files in the
/diskl/oracle/dbs directory.

The department_id, department_name, and
location_id columns are in the
hr.departments table.

Set the QUERY_REWRITE_ENABLED initialization
parameter to true.

Connect as oe user.

The JRepUtil class implements these methods.

You can specify the parallel clause.

Run old_release.SQL where old_release
refers to the release you installed prior to

upgrading.

Conventions in Code Examples

Code examples illustrate SQL, PL/SQL, SQL*Plus, or other command-line statements.
They are displayed in a monospace (fixed-width) font and separated from normal text

as shown in this example:

SELECT username FROM dba_users WHERE username =

'MIGRATE';

The following table describes typographic conventions used in code examples and

provides examples of their use.

Convention

Meaning

Example

[ ]

{1}

xviii

Brackets enclose one or more optional
items. Do not enter the brackets.

Braces enclose two or more items, one of
which is required. Do not enter the braces,
and do not enter more than one option.

A vertical bar represents a choice of two or
more options within brackets or braces.
Enter one of the options. Do not enter the
vertical bar.

Horizontal ellipsis points indicate either:

= That we have omitted parts of the
code that are not directly related to the
example

= That you can repeat a portion of the
code

DECIMAL (digits [ , precision ])

{ENABLE | DISABLE}

{ENABLE | DISABLE}
[COMPRESS | NOCOMPRESS]

CREATE TABLE ... AS subquery;

SELECT coll, coln FROM

employees;

col2, ... ,



Convention

Meaning

Example

Other notation

Italics

UPPERCASE

lowercase

Vertical ellipsis points indicate that we
have omitted several lines of code not
directly related to the example.

You must enter symbols other than
brackets, braces, vertical bars, and ellipsis
points as shown.

Italicized text indicates placeholders or
variables for which you must supply
particular values.

Uppercase typeface indicates elements
supplied by the system. We show these
terms in uppercase in order to distinguish
them from terms you define. Unless terms
appear in brackets, enter them in the order
and with the spelling shown. However,
because these terms are not case sensitive,
you can enter them in lowercase.

Lowercase typeface indicates
programmatic elements that you supply.
For example, lowercase indicates names of
tables, columns, or files.

Note: Some programmatic elements use a
mixture of UPPERCASE and lowercase.
Enter these elements as shown.

SQL> SELECT NAME FROM VS$DATAFILE;
NAME

/fsl/dbs/tbs_01.dbf
/fs1l/dbs/tbs_02.dbf

/fsl/dbs/tbs_09.dbf
9 rows selected.

acctbal NUMBER(11,2);
acct CONSTANT NUMBER (4) := 3;

CONNECT SYSTEM/system password
DB_NAME = database_name

SELECT last_name, employee_id FROM
employees;

SELECT * FROM USER_TABLES;

DROP TABLE hr.employees;

SELECT last_name, employee_id FROM
employees;
sqglplus hr/hr

CREATE USER mjones IDENTIFIED BY ty3MU9;

Xix



XX



What's New in Oracle Database 10g Oracle
Real Application Clusters Installation and

Configuration?

This section describes Oracle Database 10g Release 2 (10.2) features as they pertain to
the installation and configuration of Oracle Real Application Clusters (RAC). The topic
in this section is:

Oracle Database 10g Release 2 (10.2) New Features for RAC Installation and
Configuration

Note: Updates from the preceding 10.x releases are preceded by the
release number, in parentheses. For example: (10.1). Where there are
lists of updates to a feature that contain multiple releases, these
releases are preceded by the release number in parentheses. For
example:

= (10.1) feature
= (10.2) feature

Oracle Database 10g Release 2 (10.2) New Features for RAC Installation

and Configuration

Oracle Database 10g Release 2 (10.2) is provided with Cluster Verification Utility.
Cluster Verification Utility (CVU) is a validation tool that you can use to check
whether or not your cluster is properly configured, to avoid installation and
database creation failures. It provides the following cluster setup checks:

The cluster configuration meets the requirements for installing Oracle
Clusterware

The cluster configuration meets the requirements for Real Application
Clusters installation

The cluster configuration meets the requirements for creating a database with
Oracle Real Application Clusters, or meets the requirements for a change in
database configuration

You can use the CVU command-line interface:

To validate cluster components individually, including node connectivity, and
proper configuration of administrative privileges, Oracle Cluster Registry
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(OCR), Oracle Clusterware, and other required components for Real
Application Clusters

- Tovalidate a pre-defined set of requirements, including the proper setup for
node connectivity, shared storage accessibility, integrity of the Oracle
Clusterware stack, and other requirements that a system must meet for a
specific stage of Oracle Clusterware or RAC database installation or
configuration.

CVU is available on the Oracle 10g Release 2 (10.2) installation media. You can
either run CVU from the installation media, or run it from you local system after
installation to perform configuration checks before installing Oracle software.
CVU commands to perform installation checks are provided in this installation
guide.

See Also: Oracle Database Oracle Clusterware and Oracle Real
Application Clusters Administration and Deployment Guide for detailed
information about CVU

With Oracle Database 10g Release 2 (10.2), you can now create duplicates of cluster
nodes (or cloning a node) using an image file. In addition, cloning is now the
preferred method for adding nodes. The process for cloning, as well as details
about image files and using non-interactive (silent) installation scripts, is described
in Oracle Universal Installer and OPatch User’s Guide.

Both Oracle Clusterware and Oracle Real Application Clusters can be cloned. You
can also use Oracle Enterprise Manager Database Control and Grid Control to
perform cloning.

With Oracle Database 10g Release 2 (10.2), Cluster Ready Services, or CRS, is now
called Oracle Clusterware.

Oracle Database 10g Release 2 (10.2) enables rolling upgrades from Oracle
Database 10g Release 1 (10.1) Cluster Ready Services to Oracle Database 10g
Release 2 (10.2) Oracle Clusterware.

During Oracle Clusterware installation, if Oracle Universal Installer (OUI) detects
a 10g Release 1 (10.1) Cluster Ready Services installation, then OUI provides the
option to install Oracle Clusterware across all nodes in the cluster, or across a
subset of nodes in the cluster. During Oracle Clusterware installation, Oracle
Database 10g Release 1 (10.1) Cluster Ready Services remains available on nodes
that are not being upgraded.

Starting with Oracle Database 10g Release 2 (10.2), Oracle Clusterware should be
installed in a separate Oracle Clusterware home directory. This is a change to the
Optimal Flexible Architecture (OFA) rules. You should not install Oracle
Clusterware in a release-specific Oracle home mount point, typically
/u0l/app/oracle/product/10.2.0, as succeeding versions of Oracle
Clusterware will overwrite the Oracle Clusterware installation in the same path.
Also, If Oracle Clusterware 10g Release 2 (10.2) detects an existing Oracle Cluster
Ready Services installation, then it overwrites the existing installation in the same
path.

Oracle Database 10g Release 2 (10.2) Oracle Clusterware installation provides the
option to use a Cluster Configuration File. The Cluster Configuration File
simplifies Oracle Clusterware installation in situations such as installing in test
environments, or installing Oracle Clusterware on a large number of nodes.



With Oracle Database 10g Release 2 (10.2), Database Configuration Assistant
(DBCA) provides a simplified procedure for creating an Automatic Storage
Management (ASM) instance and for configuring disk groups.

With Oracle Database 10g Release 2 (10.2), Automatic Storage Management should
be installed in a separate ASM home directory. This is a change to the Optimal
Flexible Architecture (OFA) rules.

With Oracle Database 10g Release 2 (10.2), a single ASM instance for each node is
now able to serve disk groups to all the database instances in the cluster, whether
or not database instances are configured with the RAC parameter turned on in the
database parameter file. This change simplifies managing the cluster, because you
do not need to distribute disks across multiple ASM instances statically. Instead,
you can manage all disks with a single cluster of ASM instances.

(10.1) Oracle Database 10g with RAC is available in both Standard Edition and
Enterprise Edition.

(10.1) Oracle Database 10g installation requires you to perform a two-phase
process in which you run Oracle Universal Installer (OUI) twice. The first phase
installs Oracle Clusterware 10g Release 2 (10.2) and the second phase installs the
Oracle Database 10g software with RAC. The installation also enables you to create
and configure services for your RAC environment.

(10.1) If you have a previous Oracle Database version with RAC or Oracle Parallel
Server, then OUI activates Database Upgrade Assistant (DBUA) to automatically
upgrade your previous release Oracle Database. DBUA can upgrade the following
to Oracle Database 10¢g Release 2 (10.2): Oracle8i (8.1.7.4) Oracle Parallel Server
databases; Oracle9i (9.0.1.4 and higher) and Oracle 9i (9.2.0.4 and higher) RAC
databases; and can upgrade 10.1.0.2 and higher RAC databases, including those
using ASM. It can also upgrade ASM 10.1 to ASM 10.2.

See Also: Oracle Database Upgrade Guide for information about how
to plan for upgrading an existing database

Oracle Database 10g Release 2 (10.2) Oracle Clusterware contains the cluster
management software required to support Oracle Database 10g RAC databases.
Oracle Clusterware also provides high availability components that provide many
system management features, including determining node availability, cluster
group membership, and locking services for Oracle Database processes. The
components of Oracle Clusterware interact with third-party vendor clusterware, if
present, to coordinate cluster membership information.

In addition, while continuing to be required for RAC databases, Oracle
Clusterware is also available for use with single-instance databases and
applications that you deploy on clusters. The API libraries required for use with
single-instance databases are provided with the Oracle Client installation media.

With this release, the following updates have been made to Oracle Clusterware:

— The Oracle Database cluster manager on database releases previous to 10g
Release 1 was referred to as "Cluster Manager." In Oracle Database 10g
releases, the cluster manager role is performed by Cluster Synchronization
Services (CSS), a component of Oracle Clusterware, on all platforms. The
Cluster Synchronization Service Daemon (CSSD) performs this function.

—  With Oracle Database 10g Release 2 (10.2) with RAC, Oracle Clusterware
provides for the creation of a mirrored Oracle Cluster Registry (OCR) file,
enhancing cluster reliability.
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—  With Oracle Database 10g Release 2 (10.2) with RAC, CSS has been modified to
allow you to configure CSS with multiple voting disks. In 10g Release 1 (10.1),
you could configure only one voting disk. By enabling multiple voting disk
configuration, the redundant voting disks allow you to configure a RAC
database with multiple voting disks on independent shared physical disks.
This option facilitates the use of the iSCSI network protocol, and other
Network Attached Storage (NAS) storage solutions.

Note: To obtain the benefits of multiple voting disks, you must
configure at least three voting disks.

(10.1) There are new and changed pages and dialog boxes for Oracle Universal
Installer (OUI), Database Configuration Assistant (DBCA), and Database Upgrade
Assistant (DBUA). The Virtual Internet Protocol Configuration Assistant (VIPCA)
is a new tool for the 10.x releases. These enhancements are described in the
following:

- (10.1)Database Creation Page: This page lets you select the type of starter
database to create, and allows you to configure a database using DBCA after
the software installation is complete.

- (10.1) Database Backup and Recovery Page

- (10.1) Database Security Page: You can now set the password for the ASM
instance SYS user as well as the other database administration and monitoring
accounts during installation.

- (10.1) Database Management Page: This page provides the option to use
Oracle Enterprise Manager Grid Control or Database Control to monitor the
database.

- (10.1) Create Disk Group Page: This page lets you create one disk group for
ASM database data file management for backup and recovery.

- (10.1) Existing ASM Disk Groups Page: This page provides assistance with
placing disk groups in cases where you already have an ASM instance on your
system.

- (10.1) OUI Cluster Installation Mode Page: This page lets you select whether to
perform a cluster or a single-instance Oracle Database 10g installation.

- (10.1) sys and SYSTEM Passwords Page: This page has fields for entering and
confirming the SYS and SYSTEM user passwords. This includes SYSMAN and
DBSNMP if you use Oracle Enterprise Manager Database Control.

- (10.1) Storage Options Page: This page has storage options for selecting the
storage type for the database files such as control files, data files, and redo
logs.

- (10.1) DBCA Services Page: This page lets you create and configure services
for your RAC environment.

- (10.1) DBCA Initialization Parameters Page: This page has two dialog boxes to
display both Basic and Advanced parameter settings.

- (10.1) VIPCA: The pages for this assistant lets you configure virtual Internet
protocol addresses for your RAC database.

(10.1) A new auxiliary, system-managed tablespace called SYSAUX contains
performance data and combines content that was stored in different tablespaces



(some of which are no longer required) in earlier releases. This is a required
tablespace for which you must plan disk space.

= (10.1) The gsdctl commands should be used only with Oracle9i databases. The
Oracle Clusterware installation process stops any existing Global Service Daemon
(GSD) processes. To start or stop the GSD processed manually, use srvectl
start nodeapps or srvctl stop nodeapps respectively.

= (10.1) On some platforms, versions of the cluster manager previous to Oracle
Database 10g were referred to as Cluster Manager. On all platforms in Oracle
Database 10g, this function is performed by an Oracle Clusterware component
known as Cluster Synchronization Services (CSS). Cluster Synchronization Service
Daemon (CSSD) performs this function.

= (10.1) Oracle Database 10g provides cluster file system support for Linux and
Windows-based platforms.

See Also: For more information about Oracle Cluster File System
on Linux, refer to the Linux Technology Center on OTN, which is
located at the following URL:

http://www.oracle.com/technology/tech/linux/index.
html

= (10.1) RAC and Database Configuration Assistant (DBCA) support Automatic
Storage Management (ASM) and Oracle Managed Files (OMF).

See Also:

s Oracle Database Administrator’s Guide for information about
Automatic Storage Management, a new database file
management feature

»  Oracle Database Oracle Clusterware and Oracle Real Application
Clusters Administration and Deployment Guide for more
information about administering services and storage in RAC

»  Oracle Database Upgrade Guide for information about using
DBUA

»  (10.2) The Oracle Database 10g version of the srvConfig. loc fileis the ocr.loc
file. The Oracle9i version of srvConfig. loc still exists for backward
compatibility.

Note: If OUI detects the Oracle9i srvrconfig. loc file, then the
Oracle9i srvConfig. loc file is modified to point to /dev/null.
Changing the srvConfig. loc file prevents Oracle9i clients such as
GSD and srvconfig from overwriting contents of the device used for
Oracle Cluster Registry in Oracle 10g Release 2 (10.2).
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Part |

Oracle Clusterware and Oracle Real
Application Clusters Installation Planning
and Requirements

Part I describes how to plan your Oracle Clusterware and Oracle Real Application
Clusters (RAC) installations, and describes Oracle Clusterware and RAC installation
requirements. Part I contains the following topic:

Chapter 1, "Introduction to Installing and Configuring Oracle Clusterware and Oracle
Real Application Clusters"
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Introduction to Installing and Configuring

Oracle Clusterware and Oracle Real
Application Clusters

This chapter provides an overview of Oracle Clusterware and Oracle Real Application
Clusters (RAC) installation and configuration procedures. It includes the following
topics:

s Oracle Clusterware and Oracle Real Application Clusters Documentation
Overview

= General System Installation Requirements

»  Configuration Tasks for Oracle Clusterware and Oracle Real Application Clusters
= Overview of Installation Procedures

s Oracle Universal Installer and Real Application Clusters

= Storage Considerations for Installing Oracle Database 10g Real Application
Clusters

= Additional Considerations for Using Oracle Database 10g Features in RAC
»  Oracle Database 10g and Real Application Clusters Components

s Oracle Database 10g Real Application Clusters Release Compatibility

= Required Operating System Groups

= Cloning Oracle Clusterware and RAC in Grid Environments

Oracle Clusterware and Oracle Real Application Clusters Documentation

Overview

This section describes the Oracle Clusterware and RAC documentation set.

This book contains the information required to complete pre-installation tasks, to
complete installation, and to complete post-installation tasks for Linux. Additional
information for this release may be available in the Oracle Database 10g README or
Release Notes. The platform-specific Oracle Database 10g installation media contains a
copy of this book in both HTML and PDF formats.

The Server Documentation directory on the installation media contains Oracle Database
Oracle Clusterware and Oracle Real Application Clusters Administration and Deployment
Guide.
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Oracle Real Application Clusters Administration and Deployment Guide

Oracle Database Oracle Clusterware and Oracle Real Application Clusters Administration and
Deployment Guide describes how to administer Oracle Clusterware components such as
the voting disks and Oracle Cluster Registry (OCR) devices. This book also explains
how to administer storage, how to use RAC scalability features to add and delete
instances and nodes, how to use Recovery Manager (RMAN), and how to perform
backup and recovery in RAC.

Oracle Database Oracle Clusterware and Oracle Real Application Clusters Administration and
Deployment Guide describes RAC deployment topics such as services, high availability,
and workload management. The book describes how the Automatic Workload
Repository (AWR) tracks and reports service levels, and how you can use service level
thresholds and alerts to improve high availability in your RAC environment. The book
also describes how to make your applications highly available using Oracle
Clusterware.

Oracle Database Oracle Clusterware and Oracle Real Application Clusters Administration and
Deployment Guide also provides information about how to monitor and tune
performance in RAC environments by using Oracle Enterprise Manager, and by using
information in AWR and Oracle Database performance views. This book also provides
some application-specific deployment techniques for online transaction processing
and data warehousing environments.

General System Installation Requirements

Each node that you want to make part of your Oracle Clusterware or Oracle
Clusterware and RAC installation must meet the hardware and software requirements
specified in Part II of this book. You can use the new Cluster Verification Utility to
assist you with verification of requirements.

If you are uncertain about concepts related to setting up and configuring a RAC
database, then readOracle Database Oracle Clusterware and Oracle Real Application
Clusters Administration and Deployment Guide to inform yourself about concepts such as
services, setting up storage, and other information relevant to configuring your cluster.

Overview of Cluster Verification Utility

Cluster Verification Utility (CVU) is provided with Oracle Clusterware and Oracle
Database 10g Release 2 (10.2) with Real Application Clusters. The purpose of CVU is to
enable you or your hardware vendors to verify during setup and configuration that all
components required for a successful installation of Oracle Clusterware or Oracle
Clusterware and a RAC database are installed and configured correctly, and to provide
you with ongoing assistance any time you need to make changes to your RAC cluster.
You are provided with commands to use the CVU to verify completion of tasks in this
guide.

There are two types of CVU commands:

= Stage Commands are CVU commands used to test system setup and readiness for
successful software installation, database creation, or configuration change steps.
These commands are also used to validate successful completion of specific cluster
configuration steps.

s  Component Commands are CVU commands used to check individual cluster
components, and determine their state.

This guide provides stage and component CVU commands where appropriate to assist
you with cluster verification.
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See Also: Oracle Database Oracle Clusterware and Oracle Real
Application Clusters Administration and Deployment Guide for detailed
information about Cluster Verification Utility

Overview of Oracle Universal Installer

Oracle Universal Installer (OUI) is a graphical user interface (GUI) tool that assists you
with installing and configuring Oracle Database. It can be run using different
command options to perform installation pre-checks, specialized installation
processes, and other tasks. To see an overview of OUI options, navigate to the
directory path oui/bin in the Oracle home directory, and type the following
command:

$ ./runInstaller -help

See Also: Oracle Universal Installer and OPatch User’s Guide for more
detailed information about OUI options

Overview of Upgrading and Multiple-release Systems

The path that you must take to upgrade to the new Oracle Database 10g release
depends on the release number of your current database. It may not be possible to
upgrade directly from your current release of Oracle Database to the latest release.
Depending on your current release, you may need to upgrade through one or more
intermediate releases to upgrade to the new Oracle Database 10g release.

For example, if the current database is running release 8.1.6, then first upgrade to
release 8.1.7 using the instructions in Oracle8i Migration for release 8.1.7. The release
8.1.7 database can then be upgraded to the new Oracle Database 10g release.

Oracle9i database can coexist with Oracle Database 10g Release 2 (10.2). However, if
you want separate releases of the database to coexist, then you must install Oracle
Database 10g with Oracle9i already installed. You should not install Oracle9i after
installing Oracle10g.

See Also: Oracle Database Upgrade Guide for more information about
upgrading

Shared Oracle Homes with Oracle Cluster File System

Oracle Cluster File System 2 (OCFS2) permits the use of shared Oracle homes. The
original version Oracle Cluster File System (OCFS) does not permit shared Oracle
homes. Refer to"Identifying Software Requirements" in Chapter 2 to determine which
OCEFS version is appropriate for use with your Linux distribution, and to decide how
to configure your system storage.

Hardware Requirements for Oracle Clusterware and Oracle Real Application Clusters

Each node in a cluster requires the following hardware:

»  External shared disks for storing the Oracle Clusterware (Oracle Cluster Registry
and voting disk) files, and database files.

Chapter 3 describes the storage disk configuration options that are available.
Review these options before you decide which storage option to use in your RAC
environment. However, note that when Database Configuration Assistant (DBCA)
configures automatic disk backup, it uses a database recovery area that must be
shared.
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Note: Oracle Clusterware software can be installed on Oracle Cluster
File System 2 (OCFS2). However, Oracle Clusterware software cannot
be installed on Oracle Cluster File System (OCFS). Oracle Clusterware
software can be installed on network-attached storage (NAS).

= One private internet protocol (IP) address for each node to serve as the private
interconnect. The following must be true for each private IP address:

— It must be separate from the public network
— It must be accessible on the same network interface on each node
— It must have a unique address on each node

The private interconnect is used for internode communication by both Oracle
Clusterware and RAC. The private IP address must be available in each node’s
/etc/hosts file.

During Oracle Clusterware installation, the information you enter as the private IP
address determines which private interconnects are used by Oracle Clusterware
for its own communication. They must all be available, and capable of responding
to a ping command.

Oracle recommends that you use a logical Internet Protocol (IP) address that is
available across all private networks, and that you take advantage of any available
operating system-based failover mechanism by configuring it according to your
third-party vendor's instructions for using their product to support failover.

= One public IP address for each node, to be used as the Virtual IP address for client
connections and for connection failover.

During installation this public virtual IP address (VIP) is associated with the same
interface name on every node that is part of your cluster. The IP addresses that you
use for all of the nodes that are part of a cluster must be from the same subnet. If
you have a domain name server (DNS), then register the host names for the VIP
with the DNS. The VIP should not be in use at the time of the installation, because
this is a VIP that Oracle Clusterware manages.

= One public fixed host name address for each node, typically assigned by the
system administrator during operating system installation. If you have a domain
name server (DNS), then you can register both the fixed IP and the VIP address
with the DNS. If you do not have a DNS, then you must make sure that both
public IP addresses are in the node /etc/hosts file (for all cluster nodes), and
any client system’s /etc/hosts file that requires access to the database.

Note: In addition to these requirements, Oracle recommends the
following:

= While installing and using Real Application Clusters software,
you should attempt to keep the system clocks on all cluster nodes
as close as possible to the same time. Oracle strongly recommends
using the Network Time Protocol feature of most operating
systems for this purpose, with all nodes using the same reference
Network Time Protocol server.

s Use redundant switches as a standard configuration for all cluster
sizes.
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Software Requirements for Oracle Clusterware and Oracle Real Application Clusters

Each node in a cluster requires a supported interconnect software protocol to support
Cache Fusion, and to support Oracle Clusterware polling. Your interconnect must be
certified by Oracle for your platform. You should also have a Web browser, both to
enable Oracle Enterprise Manager, and to view online documentation.

For Oracle Database 10g requirements, Oracle Clusterware provides the same
functions as third-party vendor clusterware. Using Oracle Clusterware also reduces
installation and support complications. However, you may require third-party vendor
clusterware if you use a non-ethernet interconnect, or if you have deployed
clusterware-dependent applications on the same cluster where you deploy RAC.

Configuration Tasks for Oracle Clusterware and Oracle Real Application

Clusters

Before installing RAC, perform the following procedures:

1.

Ensure that you have a certified combination of the operating system and an
Oracle Database software release by referring to the OracleMetaLink certification
information, which is located at the following Web site:

http://metalink.oracle.com

Click Certify & Availability, and select 1.View Certifications by Product.

Note: The layout of the OracleMetaLink site and the site's
certification policies are subject to change.

Configure a high-speed interconnect that uses a private network. Some platforms
support automatic failover to an additional interconnect.

Determine the storage option for your system and configure the shared disk.
Oracle recommends that you use Automatic Storage Management (ASM) and
Oracle Managed Files (OMF), or a cluster file system. If you use ASM or a cluster
file system, then you can also take advantage of OMF and other Oracle Database
10g storage features. If you use RAC on Oracle Database 10g Standard Edition,
then you must use ASM.

When you start Oracle Universal Installer (OUI) to install Oracle Clusterware, you
are asked to provide to provide the paths for voting disks, and for the Oracle
Cluster Registry (OCR).

For voting disks: Configure one disk, if you have existing redundancy support for
the voting disk. If you intend to use multiple voting disks managed by Oracle
Clusterware, then you must have at least three disks to provide sufficient
redundancy, and you must ensure that each voting disk is located on physically
independent storage.

In addition, if you select multiple voting disks managed by Oracle Clusterware,
then you should ensure that all voting disks are located on a secure network
protected from external security threats, and you should ensure that all voting
disks are on regularly maintained systems. If a voting disk fails, then you need to
fix the physical hardware and bring it back online. The Cluster Synchronization
Services (CSS) component of Oracle Clusterware continues to use the other voting
disks, and automatically makes use of the restored drive when it is brought online
again.
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For OCR: Configure one disk if you have existing redundancy support. If you
intend to use OCR mirroring managed by Oracle Clusterware, then you must have
two OCR locations, and you must ensure that each OCR is located on physically
independent storage.

In addition, if you select mirrored OCRs managed by Oracle Clusterware, then
you should ensure that all OCRs are located on a secure network protected from
external security threats, and you should ensure that all OCRs are on regularly
maintained systems. If an OCR copy fails or becomes inaccessible, then you can
use the ocrconfig tool to replace the OCR.

4. Install the operating system patch updates that are listed in the pre-installation
chapter in this book in Part II.

5. Use the Cluster Verification Utility (CVU) to help you to verify that your system
meets requirements for installing Oracle Database with RAC.

Overview of Installation Procedures

The following describes the installation procedures that are covered in Part I and
Part III of this book.

Pre-Installation Overview for Oracle Database 10g Real Application Clusters

The pre-installation procedures in Part I explain how to verify user equivalence,
perform network connectivity tests, how to set directory and file permissions, and
other required pre-installation tasks. Complete all pre-installation tasks and verify that
your system meets all pre-installation requirements before proceeding to the install
phase.

Installation Overview for Oracle Database 10g Real Application Clusters

Oracle Database 10g Real Application Clusters installation is a two-phase installation.
In phase one, use Oracle Universal Installer (OUI) to install Oracle Clusterware as
described in Chapter 4, "Installing Oracle Clusterware". Note that the Oracle home in
phase one is a home for the Oracle Clusterware software, which must be different from
the Oracle home that you use in phase two for the installation of the Oracle database
software with RAC components. The Oracle Clusterware installation starts the Oracle
Clusterware processes in preparation for installing Oracle Database 10g with RAC, as
described in Chapter 5, "Installing Oracle Database 10g with Oracle Real Application
Clusters". Use OUI in this phase to install the RAC software.

You must install Oracle Clusterware and Oracle Database in a separate home
directories. If you will use multiple Oracle Database homes with ASM, then you
should install a separate Oracle Database home for ASM. You should create the
listener in the Oracle database Oracle home.

If OUI detects a previous release of Oracle Clusterware (previously known as Oracle
Cluster Ready Services), then you are prompted to select either a rolling upgrade, or a
full upgrade.

If OUI detects a previous release of the Oracle database, then OUI provides you with
the option to start Database Upgrade Assistant (DBUA) to upgrade your database to
Oracle Database 10g Release 2 (10.2). In addition, DBUA displays a Service
Configuration page for configuring services in your RAC database.

See Also: Oracle Database Upgrade Guide for additional information
about preparing for upgrades
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After the installation completes, OUI starts the Oracle Database assistants, such as
Database Configuration Assistant (DBCA), to configure your environment and create
your RAC database. You can later use the DBCA Instance Management feature to add
or modify services and instances as described in Chapter 6, "Creating Oracle Real
Application Clusters Databases with Database Configuration Assistant".

Post-Installation Overview for Oracle Database 10g Real Application Clusters

After you create your database, download and install the most recent patch set for
your Oracle Database 10g release, as described in Chapter 7, "Oracle Real Application
Clusters Post-Installation Procedures". If you are using other Oracle products with
your RAC database, then you must also configure them.

You must also perform several post-installation configuration tasks to use certain
Oracle Database 10g features.

On the installation media, you can select additional Oracle Database 10g software that
may improve performance or extend database capabilities. Examples: Oracle
JAccelerator, Oracle interMedia, and Oracle Text.

See Also: Oracle Database Oracle Clusterware and Oracle Real
Application Clusters Administration and Deployment Guide, and Oracle
Universal Installer and OPatch User’s Guide for more information
about using the RAC scalability features of adding and deleting
nodes and instances from RAC databases

Oracle Universal Installer and Real Application Clusters

Oracle Universal Installer (OUI) facilitates the installation of Oracle Clusterware and
Oracle Database 10g software. In most cases, you use the graphical user interface (GUI)
provided by OUI to install the software. However, you can also use OUI to complete
non-interactive (or silent) installations, without using the GUI Refer to Appendix B for
information about non-interactive installations.

The Oracle Inventory maintains records of Oracle software releases and patches. Each
installation has a central inventory where the Oracle home is registered. Oracle
software installations have a local inventory directory, whose path location is recorded
in the central inventory Oracle home. The local inventory directory for each Oracle
software installation contains a list of components and applied interim patches
associated with that software. Because your Oracle software installation can be
corrupted by faulty inventory information, OUI must perform all read and write
operations on Oracle inventories.

When you install Oracle Clusterware or RAC, OUI copies this Oracle software onto the
node from which you are running it. If your Oracle home is not on a shared file
system, then OUI propagates the software onto the other nodes that you have selected
to be part of your OUl installation session. The Oracle Inventory maintains a list of
each node that is a member of the RAC database, and lists the paths to each node’s
Oracle home. This is used to maintain software patches and updates for each member
node of the RAC database.

If you create your RAC database using OUI, or if you create it later using DBCA, then
Oracle Enterprise Manager Database Control is configured for your RAC database.
Database Control can manage your RAC database, all its instances, and the hosts
where instances are configured.

You can also configure Enterprise Manager Grid Control to manage multiple databases
and application servers from a single console. To manage RAC databases in Grid
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Control, you must install a Grid Control agent on each of the nodes of your cluster.
The Agent installation is designed to recognize a cluster environment and install
across all cluster nodes; you need to perform the installation on only one of the cluster
nodes to install Grid Control agent on all cluster nodes.

When OUI installs the Oracle Clusterware or Oracle Database software, Oracle
recommends that you select a preconfigured database, or use Database Configuration
Assistant (DBCA) interactively to create your RAC database. You can also manually
create your database as described in procedures posted on the Oracle Technical
Network, which is at the following URL:

http://www.oracle.com/technology/index.html

Oracle recommends that you use Automatic Storage Management (ASM). If you are
not using ASM, or if you are not using a cluster file system or an NFS system, then
configure shared raw devices before you create your database.

See Also:

m  Oracle Universal Installer and OPatch User’s Guide for more
details about OUI

»  Oracle Database Oracle Clusterware and Oracle Real Application
Clusters Administration and Deployment Guide for information
about using Oracle Enterprise Manager to administer RAC
environments

s The Grid Technology Center on the Oracle Technology
Network (OTN), which is available at the following URL:

http://www.oracle.com/technology/tech/index.html

Storage Considerations for Installing Oracle Database 10g Real
Application Clusters

This section discusses storage configuration options that you should consider before
installing Oracle Database 10g Release 2 (10.2) with Real Application Clusters.

Overview of Automatic Storage Management

Oracle recommends using Automatic Storage Management (ASM) or a cluster file
system with Oracle Managed Files (OMF) for database storage. This section provides
an overview of ASM.

Note that RAC installations using Oracle Database Standard Edition must use ASM for
database file storage.

You can use ASM to simplify the administration of Oracle database files. Instead of
having to manage potentially thousands of database files, using ASM, you need to
manage only a small number of disk groups. A disk group is a set of disk devices that
ASM manages as a single logical unit. You can define a particular disk group as the
default disk group for a database, and Oracle Database will automatically allocate
storage for, create, or delete, the files associated with the appropriate database object.
When administering the database, you need to refer to database objects only by name,
rather than by file name.

When using ASM with a single Oracle home for database instances on a node, the
ASM instance can run from that same home. If you are using ASM with Oracle
Database instances from multiple database homes on the same node, then Oracle
recommends that you run the ASM instance from an Oracle home that is distinct from
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the database homes. In addition, the ASM home should be installed on every cluster
node. Following this recommendation prevents the accidental removal of ASM
instances that are in use by databases from other homes during the de-installation of a
database's Oracle home.

Benefits of Automatic Storage Management

ASM provides many of the same benefits as storage technologies such as a redundant
array of independent disks (RAID) or a logical volume manager (LVM). Like these
technologies, ASM lets you create a single disk group from a collection of individual
disk devices. It balances input and output (I/O) loads to the disk group across all of
the devices in the disk group. It also implements striping and mirroring to improve
1/0 performance and data reliability.

However, unlike RAID or LVMs, ASM implements striping and mirroring at the file
level. This implementation lets you specify different storage attributes for individual
files in the same disk group.

Disk Groups and Failure Groups

A disk group can contain between 1 to 10000 disk devices. Each disk device can be an
individual physical disk, a multiple disk device such as a RAID storage array or
logical volume, or even a partition on a physical disk. However, in most cases, disk
groups consist of one or more individual physical disks. To enable ASM to balance I/O
and storage appropriately within the disk group, all devices in the disk group should
have similar, if not identical, storage capacity and performance.

Note: Do not put more than one partition of a single disk into the
same disk group. You can put separate partitions of a single disk
into separate disk groups.

Logical volume managers are not supported on Linux.

When you add a device to a disk group, you can specify a failure group for that device.
Failure groups define ASM disks that share a common potential failure mechanism.
An example of a failure group is a set of SCSI disks sharing the same SCSI controller.
Failure groups are used to determine which ASM disks to use for storing redundant
copies of data. For example, if two-way mirroring is specified for a file, then ASM
automatically stores redundant copies of file extents in separate failure groups. Failure
groups apply only to normal and high redundancy disk groups. You define the failure
groups in a disk group when you create or alter the disk group.

Redundancy Levels

ASM provides three levels of mirroring, called redundancy levels, that you can specify
when creating a disk group. The redundancy levels are:

= External redundancy

In disk groups created with external redundancy, the contents of the disk group
are not mirrored by ASM. Choose this redundancy level when:

— The disk group contains devices, such as RAID devices, that provide their own
data protection

- Your use of the database does not require uninterrupted access to data. For
example: a development environment where you have a suitable backup
strategy

Introduction to Installing and Configuring Oracle Clusterware and Oracle Real Application Clusters 1-9



Storage Considerations for Installing Oracle Database 10g Real Application Clusters

= Normal redundancy

In disk groups created with normal redundancy, the contents of the disk group are
two-way mirrored by default. However, you can choose to create certain files that
are three-way mirrored, or that are not mirrored. To create a disk group with
normal redundancy, you must specify at least two failure groups (a minimum of
two devices).

The effective disk space of a disk group that uses normal redundancy is half the
total disk space of all of its devices.

= High redundancy

In disk groups created with high redundancy, the contents of the disk group are
three-way mirrored by default. To create a disk group with high redundancy, you
must specify at least three failure groups (a minimum of three devices).

The effective disk space of a disk group that uses high redundancy is one-third of
the total disk space of all of its devices.

See Also: Oracle Database Administrator’s Guide for additional
information about ASM and redundancy

ASM and Installation Types

The type and number of disk groups that you can create when installing Oracle
Database software depends on the type of database you choose to create during the
installation, as follows:

= Preconfigured database

If you choose to create the default preconfigured database that uses ASM, then
OUI prompts you to specify one or more disk device names and redundancy. By
default, OUI creates a disk group named DATA, with normal redundancy.

s Advanced database

If you choose to create an advanced database that uses ASM, then you can create
one or more disk groups. These disk groups can use one or more devices. For each
disk group, you can specify the redundancy level that suits your requirements.

»  Configure Automatic Storage Management

If you choose to create an ASM instance only, then OUI prompts you to create Disk
Group. If OUI finds a Grid Control service is found on the system, then OUI
prompts you to indicate if the ASM instance shall be managed by Grid Control.
The Management Service box lists the available Oracle Management Services.

Shared Storage for Database Recovery Area

When you configure a database recovery area in a RAC environment, the database
recovery area must be on shared storage. When Database Configuration Assistant
(DBCA) configures automatic disk backup, it uses a database recovery area that must
be shared.

If the database files are stored on a cluster file system, then the recovery area can also
be shared through the cluster file system.

If the database files are stored on an Automatic Storage Management (ASM) disk
group, then the recovery area can also be shared through ASM.
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Note: ASM disk groups are always valid recovery areas, as are
cluster file systems. Recovery area files do not have to be in the same
location where data files are stored. For instance, you can store data
files on raw devices, but use ASM for the recovery area.

Additional Considerations for Using Oracle Database 10g Features in RAC

Oracle recommends that you use the following Oracle Database 10g features to
simplify RAC database management:

Oracle Enterprise Manager—Use Enterprise Manager to administer your entire
processing environment, not just the RAC database. Enterprise Manager lets you
manage a RAC database with its instance targets, listener targets, host targets, and
a cluster target, as well as ASM targets if you are using ASM storage for your
database.

Automatic undo management—This feature automatically manages undo
processing.

Automatic segment-space management—This feature automatically manages
segment freelists and freelist groups.

Locally managed tablespaces—This feature enhances space management
performance.

See Also: Oracle Database Oracle Clusterware and Oracle Real
Application Clusters Administration and Deployment Guide for more
information about these features in RAC environments

Oracle Database 10g and Real Application Clusters Components

Oracle Database 10g provides single-instance database software and the additional
components to operate RAC databases. Some of the RAC-specific components include
the following:

Oracle Clusterware

A RAC-enabled Oracle home

Oracle Clusterware

OUI installs Oracle Clusterware on each node of the cluster. If third-party vendor
clusterware is not present, then you must use OUI to enter the nodes on which you
want Oracle Clusterware to be installed. The Oracle Clusterware home can either be
shared by all nodes, or private to each node, depending on your responses when you
run OUL The home that you select for Oracle Clusterware must be different from the
RAC-enabled Oracle home.

When third-party vendor clusterware is present, Oracle Clusterware may interact with
the third-party vendor clusterware. For Oracle Database 10g on Linux and Windows,
Oracle Clusterware coexists with but does not interact with previous Oracle
clusterware releases. In using third-party vendor clusterware, note the following:

Oracle Clusterware can integrate with third-party vendor clusterware for all
operating systems except Linux and Windows.
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Note: The Oracle Database cluster manager in database releases
previous to 10g Release 1 was referred to as "Cluster Manager." In
Oracle Database 10g, the cluster manager role is performed by
Cluster Synchronization Services (CSS), a component of Oracle
Clusterware, on all platforms. The Cluster Synchronization Service
Daemon (CSSD) performs this function.

The Installed Real Application Clusters Components

All instances in RAC environments share the control file, server parameter file, redo
log files, and all data files. These files reside on a shared cluster file system or on
shared disks. Either of these types of file configurations are accessed by all the cluster
database instances. Each instance also has its own set of redo log files. During failures,
shared access to redo log files enables surviving instances to perform recovery.

Oracle Database 10g Real Application Clusters Release Compatibility

You can install and operate different releases of Oracle Database software on the same
computer:

With Oracle Database 10g Release 2 (10.2) if you have an existing Oracle home,
then you must install the database into the existing Oracle home. You should
install Oracle Clusterware in a separate Oracle Clusterware home. Each node can
have only one Oracle Clusterware home.

During installation, Oracle Universal Installer (OUI) prompts you to install
additional Oracle Database 10g components if you have not already installed all of
them.

OUI lets you de-install and re-install Oracle Database 10g Real Application
Clusters if needed.

If you want to install Oracle9i and Oracle Database 10g Release 2 (10.2) on the
same system, then you must install Oracle9i first. You cannot install Oracle%i on a
system with Oracle Database 10g.

If OUI detects an earlier database release, then OUI asks you about your upgrade
preferences. You have the option to upgrade one of the previous release databases
with DBUA or to create a new database using DBCA. The information collected
during this dialog is passed to DBUA or DBCA after the software is installed.

Note: Do not move Oracle binaries from the Oracle home to another
location. Doing so can cause dynamic link failures.

You can run different releases of Oracle Database and Automatic Storage
Management (ASM). If the Oracle Database release and the ASM release are the
same release, then they can both run out of the same Oracle home. If they are
different releases, then the Oracle Database release and the ASM release must be in
their separate release homes. For example, you can install an ASM release 10g
Release 2 (10.2) instance and use it with Oracle Database 10g Release 1 (10.1)
database, or you can install an Oracle 10g Release 2 (10.2) database and use it with
an ASM 10g Release 1 (10.1) instance.
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Note: When using different release ASM and Oracle Database
releases, the functionality of each is dependent on the functionality of
the earlier software release. For example, an Oracle Database 10g
release 10.1.0.2 using an ASM 10.1.0.3 instance will not be able to use
new features available for ASM in the 10.1.0.3 release, but instead only
ASM 10.1.0.2 features. Conversely, an Oracle Database 10g release
10.1.0.3 using an ASM instance release 10.1.0.2 will function like a
release 10.1.0.2 database.

Required Operating System Groups

Depending on whether this is the first time that you are installing Oracle server
software on your system, you may need to create several groups and a user account to
own Oracle software, as described later in the pre-installation procedures. The
required groups and user are:

The Oracle Inventory group (oinstall)

You must create this group the first time you install Oracle software on the system.
The usual name for this group is oinstall. Members of this group own the
Oracle inventory, which is a catalog of all of the Oracle software installed on the
system. Group membership in oinstall is also required to perform some tasks
involving Oracle Cluster Registry (OCR) keys that are created during Oracle
Clusterware installation.

The OSDBA group (dba)

You must create the OSDBA group the first time you install Oracle software on the
system.

The OSDBA group provides operating system verification of users that have
database administrative privileges (the SYSDBA and SYSOPER privileges). The
default name for this group is dba. During installation, if you want to specify a
group name other than the default, then you are prompted during installation for
the name of the OSDBA group.

You must create a new OSDBA group if you have an existing OSBDA group, but
you want to give a different group of users database administrative privileges in a
new Oracle server installation.

The OSOPER group (oper)

The OSOPER group is optional. Create this group if you want a separate group of
users to have a limited set of database administrative privileges (the SYSOPER
privilege), to perform such operations as backing up, recovering, starting up, and
shutting down the database. The default name for this group is oper. To use this
group, choose the Custom installation type to install the software. To use an
OSOPER group, you must create it in the following circumstances:

s If an OSOPER group does not exist (for example, if this is the first installation
of Oracle server software on the system)

= If an OSOPER group exists, but you want to give a different group of users
database operator privileges in a new Oracle server installation

The Oracle Software Owner user (oracle)

You must create the oracle user account the first time you install Oracle software
on the system. the oracle user account owns all of the software installed during
the installation. The usual name for the oracle user account is oracle. the
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oracle user must have the Oracle Inventory group as its primary group and the
OSDBA group as its secondary group. It must also have the OSOPER group as a
secondary group if you choose to create that group.

If an Oracle software owner user exists, but you want to use a different user with
different group membership in a new Oracle server installation, then you must
give database administrative privileges to those groups.

A single Oracle Inventory group is required for all installations of Oracle software on
the system. However, you can create different Oracle software owner users, OSDBA
groups, and OSOPER groups (other than oracle, dba, and oper) for separate
installations. In addition, you can create a separate owner for Oracle Clusterware.
Using different groups lets you grant DBA privileges to a particular operating system
user on one database, which they would not have on another database on the same
system.

See Also: Oracle Database Administrator’s Reference, 10g Release 2
(10.2) for UNIX Systems and Oracle Database 10§ Administrator’s
Guide for Linux for additional information about the OSDBA and
OSOPER groups, and the SYSDBA and SYSOPER privileges

Cloning Oracle Clusterware and RAC in Grid Environments

The following section provides a summary of the procedure for deployments of RAC
in grid environments with large numbers of nodes using cloned Clusterware and RAC
images.

See Also: For detailed information about cloning RAC and Oracle
Clusterware images, refer to the following documents:

Cloning, and adding and deleting nodes:
Oracle Universal Installer and OPatch User’s Guide
Additional information about adding and deleting nodes:

Oracle Database Oracle Clusterware and Oracle Real Application Clusters
Administration and Deployment Guide

This section contains the following:

Cloning Oracle Clusterware Homes

Cloning RAC Homes

Cloning Oracle Clusterware Homes

Complete the following tasks to clone an Oracle Clusterware home on multiple nodes:

1.

On the source node, install Oracle Clusterware software. All required root scripts
must run successfully.

As root, create a tar file of the Oracle Clusterware home

On the target node, create an Oracle Clusterware home, and copy the Oracle
Clusterware tar file from the source node to the target node Oracle Clusterware
home.

As root, uncompress the tar file.

Run OUI in clone mode, as described in Oracle Universal Installer and OPatch User’s
Guide.
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6. Runroot scripts.

7. Repeat steps 1 through 6 on each node that you want to add to the cluster. On the
last node that you install, run the tool oifcfg to configure the network interfaces.

Cloning RAC Homes

Complete the following tasks to Clone a RAC database image on multiple nodes:

1. On the source node, install a RAC database Oracle home. All required root scripts
must run successfully. Do not create a database, and do not run any configuration
tools.

2. Asroot, create a tar file of the RAC database Oracle home.

3. On the target node, create an Oracle home directory for the RAC database, and
copy the RAC database tar from the source node to the target node Oracle home.

4. Create required Oracle users and groups, ensuring that you use the same names,
user ID numbers and group ID numbers as those on the source node.

5. Asroot, uncompress the tar file.

6. Run OUI in clone mode, as described in Oracle Universal Installer and OPatch User's
Guide.

7. Runroot scripts.
8. Repeat steps 1 through 7 for on each node that you want to add to the cluster.

9. Run the configuration assistant NetCA on a local node of the cluster, and provide
a list when prompted of all nodes that are part of the cluster. This procedure
creates the listener.

10. Run the configuration assistant DBCA to create the database.

11. Follow post-cloning phase instructions as provided in Oracle Universal Installer and
OPatch User’s Guide.
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Part li

Oracle Clusterware and Oracle Real
Application Clusters Pre-Installation
Procedures

Part II describes the pre-installation procedures for Linux that you must complete
before installing Oracle Clusterware and Oracle Database 10g Real Application
Clusters (RAC). Part II contains the following chapters:

s Chapter 2, "Pre-Installation Tasks"

s Chapter 3, "Configuring Oracle Clusterware and Oracle Database Storage"






2

Pre-Installation Tasks

This chapter describes the system configuration tasks that you must complete before
you start Oracle Universal Installer. It includes information about the following tasks:

Understanding and Using Cluster Verification Utility

Logging In to the System as root

Creating Required Operating System Groups and User
Configuring the oracle User’s Environment

Checking the Hardware Requirements

Checking the Network Requirements

Checking the Network Setup with CVU

Identifying Software Requirements

Checking the Software Requirements

Configuring Kernel Parameters

Checking the Hardware and Operating System Setup with CVU
Checking the Operating System Requirements Setup with CVU
Identifying Required Software Directories

Identifying or Creating an Oracle Base Directory

Creating the Oracle Clusterware Home Directory

Checking the Configuration of the Hangcheck-timer Module

Stopping Existing Oracle Processes for Upgrades or Co-existing Databases

Understanding and Using Cluster Verification Utility

Cluster Verification Utility (CVU) is a tool that performs system checks. This guide
provides CVU commands to assist you with confirming that your system is properly
configured for Oracle Clusterware and Oracle Real Application Clusters installation.

This section describes the following topics:

Using CVU to Determine if Installation Prerequisites are Complete
Entering Cluster Verification Utility Commands

Using the Cluster Verification Utility Help

Using Cluster Verification Utility with Oracle 10g Release 1
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= Verbose Mode and "Unknown" Output

Entering Cluster Verification Utility Commands
To enter a CVU command, use the following syntax:

$ /mountpoint/crs/Diskl/cluvfy/runcluvfy.sh options

In the preceding syntax example, the variable mountpoint represents the mountpoint
path for the installation media, and the variable options represents the CVU
command options that you select. For example:

/dev/dvdrom/crs/Diskl/cluvfy/runcluvfy.sh comp nodereach -n nodel,node2 -verbose

By default, when you enter a CVU command, CVU provides a summary of the test.
During pre-installation, Oracle recommends that you obtain detailed output by using
the -verbose argument with the CVU command. The -verbose argument produces
detailed output of individual checks. Where applicable, it shows results for each node
in a tabular layout.

Using CVU to Determine if Installation Prerequisites are Complete

You can use CVU to determine which system prerequisites for installation are already
completed. Use this option if you are installing Oracle 10g Release 2 (10.2) on a system
with a pre-existing Oracle software installation. In using this option, note the
following:

= You must complete the prerequisites for using CVU

s CVU can assist you by finding pre-installation steps that need to be completed, but
it cannot perform pre-installation tasks

Use the following syntax to determine what pre-installation steps are completed, and
what pre-installation steps must be performed

/mountpoint/crs/Diskl/cluvfy/runcluvfy.sh stage -pre crsinst -n node list
In the preceding syntax example, replace the variable mountpoint with the

installation media mountpoint, and replace the variable node_11ist with the names of
the nodes in your cluster, separated by commas.

For example, for a cluster with mountpoint /dev/dvdrom/, and with nodes nodel,
node2, and node3, enter the following command:

/dev/dvdrom/crs/Diskl/cluvfy/runcluvfy.sh stage -pre crsinst -n nodel,node2,node3

Review the CVU report, and proceed to the sections of the pre-installation chapter to
complete additional steps as needed.

Using the Cluster Verification Utility Help

The cluvfy commands have context-sensitive help that shows correct syntax usage
based on the command line arguments that you enter.

If you enter an invalid CVU command, then CVU shows the correct usage for that
command. For example, if you type runcluvfy.sh stage -pre dbinst, then
CVU shows the correct syntax for the database pre-installation checks that CVU
performs with the dbinst stage option. The following is a list of context help
commands.
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s cluvfy: CVU displays high-level generic usage text describing the stage and
component syntax.

s cluvfy -help: CVU displays detailed CVU command information.

s cluvfy comp -1list:CVU displays a list of components that can be checked,
and brief descriptions of how each component is checked.

s  cluvfy comp -help: CVU displays detailed syntax for each of the valid
component checks.

s cluvfy stage -1list:CVU displays a list of valid stages.

s cluvfy stage -help: CVU displays detailed syntax for each of the valid stage
checks.

Using Cluster Verification Utility with Oracle 10g Release 1

You can use CVU on the Oracle 10g Release 2 (10.2) media to check system
requirements for Oracle 10g Release 1 (10.1) installations. To use CVU to check 10. 1
installations, append the command flag -r 10gR1 to the standard CVU system check
commands.

For example, to perform a verification check for a Cluster Ready Services 10. 1
installation, on a system where the media mountpoint is /dev/dvdrom/, and the
cluster nodes are nodel, node2, and node3, enter the following command:

/dev/dvdrom/crs/Diskl/cluvfy/runcluvfy.sh stage -pre crsinst -n nodel,node2,node3
-r 10gR1

Verbose Mode and "Unknown" Output

If you run CVU using the -verbose argument, and a CVU command responds with
UNKNOWN for a particular node, then this is because the CVU cannot determine
whether a check passed or failed. The following is a list of possible causes for an
"Unknown" response:

s Thenodeis down

= Executables required by CVU are missing in the CRS_home /bin or Oracle home
directory

»  The user account starting CVU does not have privileges to run common operating
system executables on the node

= The node is missing an operating system patch, or a required package

s The node has exceeded the maximum number of processes or maximum number
of open files, or there is a problem with IPC segments, such as shared memory or
semaphores

Logging In to the System as root

Before you install the Oracle software, you must complete several tasks as the root
user. To log in as the root user, complete one of the following procedures:

= If you are installing the software from an X Window System workstation or X
terminal, then:

1. Start a local terminal session, for example, an X terminal (xterm).
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2. If you are not installing the software on the local system, then enter the
following command to enable remote hosts to display X applications on the
local X server:

$ xhost + hostname

The hostname is the name of the local host.

3. If you are not installing the software on the local system, then use the ssh,
rlogin, or telnet command to connect to the system where you want to
install the software:

$ telnet remote host
4. If you are not logged in as the root user, then enter the following command
to switch the user to root:

$ su - root
password:
#

s If you are installing the software from a PC or other system with X server software
installed, then:

Note: If necessary, refer to your X server documentation for more
information about completing this procedure. Depending on the X
server software that you are using, you may need to complete the
tasks in a different order.

1. Start the X server software.

2. Configure the security settings of the X server software to permit remote hosts
to display X applications on the local system.

3. Connect to the remote system where you want to install the software and start
a terminal session on that system, for example, an X terminal (xterm).

4. If you are not logged in as the root user on the remote system, then enter the
following command to switch user to root:

$ su - root
password:
#

Creating Required Operating System Groups and User

Depending on whether this is the first time Oracle software is being installed on this
system and on the products that you are installing, you may need to create several
operating system groups and an operating system user account.

The following operating system groups and user are required if you are installing
Oracle Database:

= The OSDBA group (typically, dba)

You must create this group the first time you install Oracle Database software on
the system. This group identifies operating system user accounts that have
database administrative privileges (the SYSDBA privilege). The default name for
this group is dba.
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If you want to specify a group name other than the default dba group, then you
must choose the Custom installation type to install the software or start Oracle
Universal Installer as a user that is not a member of this group. In this case, Oracle
Universal Installer prompts you to specify the name of this group.

s The OSOPER group (typically, oper)

This is an optional group. Create this group if you want a separate group of
operating system users to have a limited set of database administrative privileges
(the SYSOPER privilege). By default, members of the OSDBA group also have the
SYSOPER privilege.

If you want to specify a separate OSOPER group, other than the default dba
group, then you must choose the Custom installation type to install the software
or start Oracle Universal Installer as a user that is not a member of the dba group.
In this case, Oracle Universal Installer prompts you to specify the name of this
group. The usual name chosen for this group is oper.

= Anunprivileged user

Verify that the unprivileged user nobody exists on the system. The nobody user
must own the external jobs (extjob) executable after the installation.

The following operating system group and user are required for all installations:
s The Oracle Inventory group (typically, oinstall)

You must create this group the first time you install Oracle software on the system.
The usual name chosen for this group is oinstall. This group owns the Oracle
Inventory, which is a catalog of all Oracle software installed on the system.

Note: If Oracle software is already installed on the system, then
the existing Oracle Inventory group must be the primary group of
the operating system user that you use to install new Oracle
software. The following sections describe how to identify an
existing Oracle Inventory group.

= The Oracle software owner user (typically, oracle)

You must create this user the first time you install Oracle software on the system.
This user owns all of the software installed during the installation. The usual name
chosen for this user is oracle. This user must have the Oracle Inventory group as
its primary group. It must also have the OSDBA and OSOPER groups as
secondary groups. In Oracle documentation, when this user account is referred to,
it is called the oracle user.

A single Oracle Inventory group is required for all installations of Oracle software on
the system. After the first installation of Oracle software, you must use the same
Oracle Inventory group for all subsequent Oracle software installations on that system.
However, you can choose to create different Oracle software owner users, OSDBA
groups, and OSOPER groups (other than oracle, dba, and oper) for separate
installations. By using different groups for different installations, members of these
different groups have DBA privileges only on the associated databases rather than on
all databases on the system.

See Also: Oracle Database Administrator’s Reference for UNIX
Systems and Oracle Database Administrator’s Guide for more
information about the OSDBA and OSOPER groups and the
SYSDBA and SYSOPER privileges
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The following sections describe how to create the required operating system user and
groups:.

s Creating the Oracle Inventory Group

s Creating the OSDBA Group

s Creating an OSOPER Group (Optional)

s Creating the Oracle Software Owner User

s Verifying That the User nobody Exists

s Creating Identical Users and Groups on Other Cluster Nodes
s Configuring SSH on All Cluster Nodes

Note: The following sections describe how to create local users
and groups. As an alternative to creating local users and groups,
you can create the appropriate users and groups in a directory
service, such as Network Information Services (NIS). For
information about using directory services, contact your system
administrator or refer to your operating system documentation.

Creating the Oracle Inventory Group

Oracle Universal Installer (OUI) helps you to choose a group to use as the Oracle
Inventory group. If you have an existing Oracle Inventory group, then provide this
group name and path when prompted.

The following subsections describe how to determine the Oracle Inventory group
name, if it exists, and how to create it if necessary.

Determining If the Oracle Inventory Exists

When you install Oracle software on the system for the first time, Oracle Universal
Installer creates the oraInst.loc file. This file identifies the name of the Oracle
Inventory group (typically, oinstall), and the path of the Oracle Inventory directory.

If you have an existing Oracle Inventory, then ensure that you use the same Oracle
Inventory for all Oracle software installations.

If you do not have an existing Oracle Inventory, then you should create an Oracle
Inventory group.

To determine whether you have an Oracle Inventory on your system, enter the
following command:

# more /etc/oralnst.loc

If the oraInst. loc file exists, then the output from this command is similar to the
following:

inventory_loc=/ull/app/oracle/oralnventory
inst_group=oinstall

In the previous output example:
s The inventory_loc group shows the location of the Oracle Inventory

s The inst_group parameter shows the name of the Oracle Inventory group (in
this example, oinstall).
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Creating the Oracle Inventory Group If an Oracle Inventory Does Not Exist

If the oraInst. loc file does not exist, then create the Oracle Inventory group by
entering a command similar to the following:

# /usr/sbin/groupadd oinstall

Creating the OSDBA Group

You must create an OSDBA group in the following circumstances:

= An OSDBA group does not exist, for example, if this is the first installation of
Oracle Database software on the system

= An OSDBA group exists, but you want to give a different group of operating
system users database administrative privileges for a new Oracle Database
installation

If the OSDBA group does not exist or if you require a new OSDBA group, then create
it as follows. In the following procedure, use the group name dba unless a group with
that name already exists:

# /usr/sbin/groupadd dba

Creating an OSOPER Group (Optional)

Create an OSOPER group only if you want to identify a group of operating system
users with a limited set of database administrative privileges (SYSOPER operator
privileges). For most installations, it is sufficient to create only the OSDBA group. If
you want to use an OSOPER group, then you must create it in the following
circumstances:

s If an OSOPER group does not exist; for example, if this is the first installation of
Oracle Database software on the system

= If an OSOPER group exists, but you want to give a different group of operating
system users database operator privileges in a new Oracle installation

If you require a new OSOPER group, then create it as follows. In the following, use the
group name oper unless a group with that name already exists.

# /usr/sbin/groupadd oper

Creating the Oracle Software Owner User

You must create an Oracle software owner user in the following circumstances:

s If an Oracle software owner user does not exist; for example, if this is the first
installation of Oracle software on the system

s If an Oracle software owner user exists, but you want to use a different operating
system user, with different group membership, to give database administrative
privileges to those groups in a new Oracle Database installation

Note: If you intend to use multiple Oracle software owners for
different Oracle homes, then you should create a separate Oracle
software owner for Oracle Clusterware, and install Oracle Clusterware
using the Oracle Clusterware software owner.
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Determining if an Oracle Software Owner User Exists

To determine whether an Oracle software owner user named oracle exists, enter the
following command:

# id oracle

If the oracle user exists, then the output from this command is similar to the
following:

uid=440(oracle) gid=200(oinstall) groups=201(dba), 202 (oper)

If the user exists, then determine whether you want to use the existing user, or create
another oracle user. If you want to use the existing user, then ensure that the user’s
primary group is the Oracle Inventory group and that it is a member of the
appropriate OSDBA and OSOPER groups. Refer to one of the following sections for
more information:

Note: If necessary, contact your system administrator before using
or modifying an existing user.

» To modify an existing user, refer to the "Modifying an Existing Oracle Software
Owner User" section on page 2-8.

s To create a user, refer to the following section.

Creating an Oracle Software Owner User

If the Oracle software owner user does not exist, or if you require a new Oracle
software owner user, then create it as follows. In the following procedure, use the user
name oracle unless a user with that name already exists.

1. To create the oracle user, enter a command similar to the following;:

# /usr/sbin/useradd -u 200 -g oinstall -G dbal[,oper] oracle

In the preceding command:

s The -u option specifies the user ID. Using this command flag is optional, as
you can allow the system to provide you with an automatically generated user
ID number. However, you must make note of the oracle user ID number, as
you require it later during pre-installation.

s The -g option specifies the primary group, which must be the Oracle
Inventory group--for example, oinstall

= The -G option specifies the secondary groups, which must include the OSDBA
group, and, if required, the OSOPER group. For example: dba, or dba, oper

2. Set the password of the oracle user:

# passwd oracle

Refer to the section "Verifying That the User nobody Exists" on page 2-9.

Modifying an Existing Oracle Software Owner User

If the oracle user exists, but its primary group is not oinstall, or itis nota
member of the appropriate OSDBA or OSOPER groups, then enter a command similar
to the following to modify it. Specify the primary group using the -g option and any
required secondary group using the -G option:
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# /usr/sbin/usermod -g oinstall -G dbal[,oper] oracle

Repeat this procedure on all of the other nodes in the cluster.

Verifying That the User nobody Exists

Before installing the software, complete the following procedure to verify that the user
nobody exists on the system:

1. To determine if the user exists, enter the following command:

# id nobody

If this command displays information about the nobody user, then you do not
have to create that user.

2. If the nobody user does not exist, then enter the following command to create it:

# /usr/sbin/useradd nobody

3. Repeat this procedure on all the other nodes in the cluster.

Creating Identical Users and Groups on Other Cluster Nodes

Note: You must complete the following procedures only if you are
using local users and groups. If you are using users and groups
defined in a directory service such as NIS, then they are already
identical on each cluster node.

The Oracle software owner user and the Oracle Inventory, OSDBA, and OSOPER
groups must exist and be identical on all cluster nodes. To create these identical users
and groups, you must identify the user ID and group IDs assigned them on the node
where you created them, then create the user and groups with the same name and ID
on the other cluster nodes.

Identifying the User and Group IDs

To determine the user ID (UID) of the Oracle software owner user and the group IDs
(GID) of the Oracle Inventory, OSDBA, and OSOPER groups, follow these steps:

1. Enter following command:

# id oracle

The output from this command is similar to the following:
uid=440 (oracle) gid=200(oinstall) groups=201(dba), 202 (oper)

2. From the output, identify the user ID (UID) for the oracle user and the group
identities (GIDs) for the groups to which it belongs.

Creating the User and Groups on the Other Cluster Nodes

To create the user and groups on the other cluster nodes, repeat the following
procedure on each node:

1. Log in to the next cluster node as root.
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2. Enter commands similar to the following to create the oinstall and dba groups,
and if required, the oper group. Use the -g option to specify the correct GID for
each group.

# /usr/sbin/groupadd -g 200 oinstall
# /usr/sbin/groupadd -g 201 dba
# /usr/sbin/groupadd -g 202 oper

Note: If the group already exists, then use the groupmod
command to modify it if necessary. If you cannot use the same
group ID for a particular group on this node, then view the
/etc/group file on all nodes to identify a group ID that is
available on every node. You must then specify that ID for the
group on all of the nodes.

3. To create the oracle user, enter a command similar to the following:

# /usr/sbin/useradd -u 200 -g oinstall -G dbal,oper] oracle

In the preceding command:

The -u option specifies the user ID, which must be the user ID that you
identified in the previous subsection

The -g option specifies the primary group, which must be the Oracle
Inventory group, for example oinstall

The -G option specifies the secondary groups, which must include the OSDBA
group and if required, the OSOPER group. For example: dba or dba, oper

Note: If the oracle user already exists, then use the usermod
command to modify it if necessary. If you cannot use the same user
ID for the oracle user on this node, then view the /etc/passwd
file on all nodes to identify a user ID that is available on every
node. You must then specify that ID for the user on all of the nodes.

4. Set the password of the oracle user:

# passwd oracle

Configuring SSH on All Cluster Nodes

Before you install and use Oracle Real Application clusters, you must configure secure
shell (SSH) for the oracle user on all cluster nodes. Oracle Universal Installer uses
the ssh and scp commands during installation to run remote commands on and copy
files to the other cluster nodes. You must configure SSH so that these commands do
not prompt for a password.
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Note: This section describes how to configure OpenSSH version 3.
If SSH is not available, then Oracle Universal Installer attempts to
use rsh and rcp instead. However, these services are disabled by
default on most Linux systems.

To determine if SSH is running, enter the following command:

S pgrep sshd

If SSH is running, then the response to this command is process ID
numbers. To find out more about SSH, enter the following
command:

S man ssh

Configuring SSH on Cluster Member Nodes

To configure SSH, you must first create RSA and DSA keys on each cluster node, and
then copy the keys from all cluster node members into an authorized keys file on each
node. To do this task, complete the following steps:

Create RSA and DSA keys on each node: Complete the following steps on each
node:

1.
2.

Log in as the oracle user.

If necessary, create the . ssh directory in the oracle user’s home directory and
set the correct permissions on it:

$ mkdir ~/.ssh
$ chmod 700 ~/.ssh

Enter the following commands to generate an RSA key for version 2 of the SSH
protocol:

$ /usr/bin/ssh-keygen -t rsa

At the prompts:
= Accept the default location for the key file.

= Enter and confirm a pass phrase that is different from the oracle user’s
password.

This command writes the public key to the ~/ . ssh/id_rsa.pub file and the
private key to the ~/ . ssh/id_rsa file. Never distribute the private key to anyone.

Enter the following commands to generate a DSA key for version 2 of the SSH
protocol:

$ /usr/bin/ssh-keygen -t dsa

At the prompts:
= Accept the default location for the key file

= Enter and confirm a pass phrase that is different from the oracle user’s
password

This command writes the public key to the ~/.ssh/1d_dsa.pub file and the
private key to the ~/ . ssh/1id_dsa file. Never distribute the private key to
anyone.
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Add keys to an authorized key file: Complete the following steps:

1. On the local node, determine if you have an authorized key file
(~/.ssh/authorized_keys). If the authorized key file already exists, then
proceed to step 2. Otherwise, enter the following commands:

S touch ~/.ssh/authorized_keys
$ cd ~/.ssh
$ 1s

You should see the id_dsa.pub and id_rsa.pub keys that you have created.

2. Using SSH, copy the contents of the ~/ .ssh/id_rsa.puband ~/.ssh/id_
dsa.pub files to the file ~/ . ssh/authorized_keys, and provide the oracle
user password as prompted. This process is illustrated in the following syntax
example with a two-node cluster, with nodes nodel and node2, where the
oracle user pathis /home/oracle:

[oracle@nodel .ssh]$ ssh nodel cat /home/oracle/.ssh/id_rsa.pub >> authorized_
keys

oracle@nodel’s password:

[oracle@nodel .ssh]$ ssh nodel cat /home/oracle/.ssh/id_dsa.pub >> authorized_
keys

[oracle@nodel .ssh$ ssh node2 cat /home/oracle/.ssh/id_rsa.pub >> authorized_
keys

oracle@node2’s password:

[oracle@nodel .ssh$ ssh node2 cat /home/oracle/.ssh/id_dsa.pub >>authorized_
keys

oracle@node2’s password:

Note: Repeat this process for each node in the cluster.

3. Use SCP (Secure Copy) or SFIP (Secure FIP) to copy the authorized_keys file
to the oracle user .ssh directory on a remote node. The following example is with
SCP, on a node called node2, where the oracle user path is /home/oracle:

[oracle@nodel .ssh]scp authorized_keys node2:/home/oracle/.ssh/

4. Repeat step 2 and 3 for each cluster node member. When you have added keys
from each cluster node member to the authorized_keys file on the last node you
want to have as a cluster node member, then use SCP to copy the complete
authorized_keys file back to each cluster node member

Note: the oracleuser’s /.ssh/authorized_keys file on every
node must contain the contents from all of the /.ssh/id_rsa.pub
and /.ssh/id_dsa.pub files that you generated on all cluster
nodes.

5. Change the permissions on the oracle user’s /.ssh/authorized_keys file on
all cluster nodes:

$ chmod 600 ~/.ssh/authorized_keys
At this point, if you use ssh to log in to or run a command on another node, you

are prompted for the pass phrase that you specified when you created the DSA
key.
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Enabling SSH User Equivalency on Cluster Member Nodes

To enable Oracle Universal Installer to use the ssh and scp commands without being
prompted for a pass phrase, follow these steps:

1.

On the system where you want to run Oracle Universal Installer, log in as the
oracle user.

Enter the following commands:

$ exec /usr/bin/ssh-agent $SHELL

$ /usr/bin/ssh-add

At the prompts, enter the pass phrase for each key that you generated.

If you have configured SSH correctly, then you can now use the ssh or scp
commands without being prompted for a password or a pass phrase.

If you are on a remote terminal, and the local node has only one visual (which is
typical), then use the following syntax to set the DISPLAY environment variable:

Bourne, Korn, and Bash shells

$ export DISPLAY=hostname:0

C shell:

$ setenv DISPLAY 0

For example, if you are using the Bash shell, and if your hostname is nodel, then
enter the following command:

S export DISPLAY=nodel:0

To test the SSH configuration, enter the following commands from the same

terminal session, testing the configuration of each cluster node, where
nodenamel, nodenameZ2, and so on, are the names of nodes in the cluster:

$ ssh nodenamel date
$ ssh nodename2 date

These commands should display the date set on each node.

If any node prompts for a password or pass phrase, then verify that the
~/ .ssh/authorized_keys file on that node contains the correct public keys.

If you are using a remote client to connect to the local node, and you see a message
similar to "Warning: No xauth data; using fake authentication data for X11
forwarding," then this means that your authorized keys file is configured correctly,
but your ssh configuration has X11 forwarding enabled. To correct this, proceed to
step 6.
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Note: The first time you use SSH to connect to a node from a
particular system, you may see a message similar to the following:

The authenticity of host 'nodel (140.87.152.153)' can't be
established.

RSA key fingerprint is
7z:ez:e7:£6:£4:£2:4£:8£:92:79:85:62:20:90:92:29.

Are you sure you want to continue connecting (yes/no)?

Enter yes at the prompt to continue. You should not see this
message again when you connect from this system to that node.

If you see any other messages or text, apart from the date, then the
installation can fail. Make any changes required to ensure that only
the date is displayed when you enter these commands.

You should ensure that any parts of login scripts that generate any
output, or ask any questions, are modified so that they act only
when the shell is an interactive shell.

6. To ensure that X11 forwarding will not cause the installation to fail, create a
user-level SSH client configuration file for the Oracle software owner user, as
follows:

a. Using any text editor, edit or create the ~oracle/.ssh/config file.
b. Make sure that the ForwardX11 attribute is set to no. For example:
Host *

ForwardX1ll no

7. You must run Oracle Universal Installer from this session or remember to repeat
steps 2 and 3 before you start Oracle Universal Installer from a different terminal
session.

Preventing Oracle Clusterware Installation Errors Caused by stty Commands

During an Oracle Clusterware installation, Oracle Universal Installer uses SSH (if
available) to run commands and copy files to the other nodes. During the installation,
hidden files on the system (for example, .bashrc or .cshrc) will cause installation errors
if they contain stty commands.

To avoid this problem, you must modify these files to suppress all output on STDERR,
as in the following examples:

s Bourne, Bash, or Korn shell:

if [ -t 0 ]; then
stty intr ~C

fi
s Cshell:
test -t 0

if ($Sstatus == 0) then
stty intr ~C
endif
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Note: When SSH is not available, the Installer uses the rsh and
rcp commands instead of ssh and scp.

If there are hidden files that contain stty commands that are loaded
by the remote shell, then OUI indicates an error and stops the
installation.

Configuring the oracle User’s Environment

You run Oracle Universal Installer from the oracle account. However, before you
start Oracle Universal Installer you must configure the environment of the oracle
user.

To configure the environment, you must:
= Set the default file mode creation mask (umask) to 022 in the shell startup file

m  Set the DISPLAY, ORACLE_BASE, and ORACLE_HOME environment variables in
preparation for the Oracle Clusterware installation

You should also ensure that the PATH variable contains SORACLE_HOME /bin before
/usr/X11R6/bin

To set the oracle user’s environment, follow these steps:
1. Start a new terminal session; for example, start an X terminal (xterm).

2. Enter the following command to ensure that X Window applications can display
on this system:

$ xhost + hostname

The hostname is the name of the local host.

3. If you are not already logged in to the system where you want to install the
software, then log in to that system as the oracle user.

4. If you are not logged in as the oracle user, then switch user to oracle:

$ su - oracle

5. To determine the default shell for the oracle user, enter the following command:

$ echo $SHELL

6. Open the oracle user’s shell startup file in any text editor:

Note: On Red Hat Linux, .bash_profile is the user startup file
for the Bash shell.

= Bourne shell (sh), Bash shell (bash) or Korn shell (ksh):
% vi .bash_profile

n  Cshell (cshor tcsh):

Q

% vi .login

7. Enter or edit the following line, specifying a value of 022 for the default file mode
creation mask:

umask 022
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8. If the ORACLE_SID, ORACLE_HOME, or ORACLE_BASE environment variable is set
in the file, then remove the appropriate lines from the file.

9. Save the file, and exit from the text editor.
10. To run the shell startup script, enter one of the following commands:
=  Bash shell on Red Hat Enterprise Linux:

$ . ./.bash_profile

s Bourne, Bash, or Korn shell:

S . ./.profile

s Cshell:
% source ./.login
11. If you are not installing the software on the local system, then enter a command
similar to the following to direct X applications to display on the local system:
m Bourne, Bash, or Korn shell:

$ DISPLAY=I1ocal_host:0.0 ; export DISPLAY

s Cshell:

% setenv DISPLAY local_host:0.0

In this example, Iocal_host is the host name or IP address of the system that
you want to use to display Oracle Universal Installer (your workstation or PC).

12. If you determined that the / tmp directory has less than 400 MB of free disk space,
then identify a file system with at least 400 MB of free space and set the TEMP and
TMPDIR environment variables to specify a temporary directory on this file
system:

Note: You cannot use a shared file system as the location of the
temporary file directory (typically /tmp) for RAC installation. If you
place /tmp on a shared file system, then the installation fails.

a. Usethe df -hcommand to identify a suitable file system with sufficient free
space.

b. If necessary, enter commands similar to the following to create a temporary
directory on the file system that you identified, and set the appropriate
permissions on the directory:

$ su - root

# mkdir /mount_point/tmp

# chmod 775 /mount_point/tmp
# exit

c. Enter commands similar to the following to set the TEMP and TMPDIR
environment variables:
*  Bourne, Bash, or Korn shell:

$ TEMP=/mount_point/tmp
$ TMPDIR=/mount_point/tmp
S export TEMP TMPDIR

2-16 Oracle Database Oracle Clusterware and Oracle Real Application Clusters Installation Guide



Checking the Hardware Requirements

*  Cshell:

% setenv TEMP /mount_point/tmp
% setenv TMPDIR /mount_point/tmp

Installing the cvuqdisk Package for Linux

If you are using Red Hat or SUSE Linux, then you must download and install the
operating system package cvugdisk. Without cvugdisk, CVU is unable to discover
shared disks, and you receive the error message "Package cvuqdisk not installed"
when you run CVU.

To install the cvugdisk RPM, complete the following procedure:

Note: If you prefer, you can choose to disable CVU shared disk
checks by adding the following line to the file CRS_
home/cv/admin/cvuconfig:

CV_RAW_CHECK_ENABLED=FALSE

1. Locate the cvugdisk RPM package, which is in the directory clusterware/rpm
on the installation media. If you have already installed Oracle Clusterware, then it
is located in the directory CRS_home/rpm.

2. Copy the cvugdisk package to each node on the cluster. You should ensure that
each node is running the same version of Linux.

3. Login asroot.

4. Using the following command, check to see if you have an existing version of the
cvugdisk package:

# rpm -gi cvugdisk
If you have an existing version, then enter the following command to de-install the
existing version:
rpm -e cvugdisk

5. Set the environment variable CVUQDISK_GRP to point to the group that will own
cvuqdisk, typically oinstall.

6. Use the following command to install the cvugdisk package:

rpm -iv cvugdisk-1.0.1-1.rpm

Checking the Hardware Requirements

Each system must meet the following minimum hardware requirements:
= Atleast 1 GB of physical RAM

= Swap space equivalent to the multiple of the available RAM, as indicated in the
following table:
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Available RAM Swap Space Required
Between 1 GB and 2 GB 1.5 times the size of RAM
More than 2 GB Equal to the size of RAM

= 400 MB of disk space in the /tmp directory

= Up to 4 GB of disk space for the Oracle software, depending on the installation
type and platform

» 1.2 GB of disk space for a preconfigured database that uses file system storage
(optional)

Note: The disk space requirement for databases that use
Automatic Storage Management or raw device storage is described
later in this chapter.

Additional disk space, either on a file system or in an Automatic Storage
Management disk group, is required for the flash recovery area if you choose to
configure automated backups.

To ensure that each system meets these requirements, follow these steps:

1. To determine the physical RAM size, enter the following command:
# grep MemTotal /proc/meminfo
If the size of the physical RAM installed in the system is less than the required
size, then you must install more memory before continuing.

2. To determine the size of the configured swap space, enter the following command:
# grep SwapTotal /proc/meminfo
If necessary, refer to your operating system documentation for information about
how to configure additional swap space.

3. To determine the amount of disk space available in the / tmp directory, enter the
following command:

# df -k /tmp
If there is less than 400 MB of disk space available in the /tmp directory, then
complete one of the following steps:

= Delete unnecessary files from the /tmp directory to make available the disk
space required.

»  Set the TEMP and TMPDIR environment variables when setting the oracle
user’s environment (described later).

= Extend the file system that contains the / tmp directory. If necessary, contact
your system administrator for information about extending file systems.

4. To determine the amount of free disk space on the system, enter the following
command:

# df -k

The following table shows the approximate disk space requirements for software
files for each installation type:
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Installation Type Requirement for Software Files (GB)
Enterprise Edition at least 1.5
Standard Edition at least 1.5
Custom (maximum) at least 1.5

To determine whether the system architecture can run the software, enter the
following command:

# grep "model name" /proc/cpuinfo

Note: This command displays the processor type. If you intend to
install on a 64-bit architecture, then verify that the processor
architecture matches the requirement for the Oracle software
release that you want to install.

Checking the Network Requirements

Check that you have the networking hardware and internet protocol (IP) addresses
required for an Oracle Real Application Clusters installation.

Note: For the most up-to-date information about supported
network protocols and hardware for RAC installations, refer to the
Certify pages on the OracleMetaLink Web site at

http://metalink.oracle.com

Network Hardware Requirements
Each node in the cluster must meet the following requirements:

Each node must have at least two network adapters: one for the public network
interface, and one for the private network interface (the interconnect).

The public interface names associated with the network adapters for each network
must be the same on all nodes, and the private interface names associated with the
network adaptors should be the same on all nodes.

For example: With a two-node cluster, you cannot configure network adapters on
nodel with eth0 as the public interface, but on node2 have ethl as the public
interface. Public interface names must be the same, so you must configure eth0 as
public on both nodes. You should configure the private interfaces on the same
network adapters as well. If ethl is the private interface for nodel, then ethl
should be the private interface for node2.

For increased reliability, configure redundant public and private network adapters
for each node.

For the public network, each network adapter must support TCP/IP.

For the private network, the interconnect must support the user datagram protocol
(UDP) using high-speed network adapters and switches that support TCP/IP
(Gigabit Ethernet or better recommended).
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Note: UDP is the default interconnect protocol for RAC, and TCP is
the interconnect protocol for Oracle Clusterware.

Token-Ring is not supported for the interconnect.

»  For the private network, the endpoints of all designated interconnect interfaces
must be completely reachable on the network. There should be no node that is not
connected to every private network. You can test whether an interconnect interface
is reachable using a ping command.

Network Parameter Requirements

If you are using NFS for your shared storage, then you must set the values for the NFS
buffer size parameters rsize and wsize to at least 16384. Oracle recommends that
you use the value 32768.

For example, if you decide to use rsize and wsize buffer settings with the value 16384,
then update the /etc/fstab file on each node with an entry similar to the following;:

clusternode: /vol/DATA/oradata /home/oracle/netapp nfs
rw,bg,vers=3, tcp,hard, nointr, timeo=600,rsize=32768,wsize=32768,actimeo=0 1 2

IP Address Requirements

Before starting the installation, you must identify or obtain the following IP addresses
for each node:

= AnIP address and an associated host name registered in the domain name service
(DNS) for each public network interface

s One unused virtual IP address (VIP) and an associated virtual host name
registered in DNS, or resolved in the hostfile, or both, that you will configure for
the primary public network interface

The VIP address must be in the same subnet as the associated public interface.
After installation, you can configure clients to use the virtual host name or IP
address. If a node fails, then its VIP address fails over to another node. During
installation, OUI pings the VIP, so ensure that the VIP responds to a ping
command before starting installation.

= A private IP address and optional host name for each private interface

Oracle recommends that you use non-routable IP addresses for the private
interfaces; for example: 10.*.*.* or 192.168.*.*. You can use the /etc/hosts file on
each node to associate private host names with private IP addresses.

In the example described in the following table, the node racl has two public
interfaces and one private interface. This is a proper configuration of host names and
IP addresses. Each node of the cluster on which node racl is a member must have
similar host names and IP addresses:

Host Name Type IP Address Registered In
racl.mydomain.com Public 143.47.43.100 DNS (optional)
racl-2.mydomain.com Public 143.46.51.101 DNS (optional)
racl-vip.mydomain.com Virtual 143.47.43.104 DNS (optional)
racl-privl Private 10.0.0.1 /etc/hosts
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Node Time Requirements

Before starting the installation, ensure that each member node of the cluster is set as
closely as possible to the same date and time. Oracle strongly recommends using the
Network Time Protocol feature of most operating systems for this purpose, with all
nodes using the same reference Network Time Protocol server.

Configuring the Network Requirements
To verify that each node meets the requirements, follow these steps:

1. If necessary, install the network adapters for the public and private networks and
configure them with either public or private IP addresses.

2. Register the host names and IP addresses for the public network interfaces in
DNS.

3. For each node, register one virtual host name and IP address in DNS.

4. For each private interface on every node, add a line similar to the following to the
/etc/hosts file on all nodes, specifying the private IP address and associated
private host name:

10.0.0.1 racl-privl

5. To identify the interface name and associated IP address for every network
adapter, enter the following command:
# /sbin/ifconfig

From the output, identify the interface name and IP address for all network
adapters that you want to specify as public or private network interfaces.

Note: When you install Oracle Clusterware and RAC, you will
require this information.

6. To prevent network hangs with failovers from public to virtual IP addresses with
RAC databases using NAS devices or NFS mounts, enter the following command
as root to enable the Name Service Cache Daemon (nscd):

# /sbin/service nscd start

Checking the Network Setup with CVU

As the oracle user, enter a command using the following syntax to verify node
connectivity among all of the nodes for which your cluster is configured:

/mountpoint/crs/Diskl/cluvfy/runcluvfy.sh comp nodecon -n node_list [-verbose]

In the preceding syntax example, the variable node_Iist is a comma-separated list of
nodes in your cluster. This command detects all the network interfaces available on the
cluster nodes, and verifies the connectivity among all the nodes through the network
interfaces it finds.

Select the option -verbose to receive progress updates as the CVU performs its
system checks, and detailed reporting of the test results.

For example, to verify node connectivity on a two-node cluster with nodes nodel and
node2, with the mountpoint /dev/dvdrom, and with updates and a summary of the
verification checks the CVU performs, enter the following command:
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/dev/dvdrom/crs/Diskl/cluvfy/runcluvfy.sh comp nodecon -n nodel,node2 -verbose

Note: You can use this command to obtain a list of all the interfaces
available on the nodes that are suitable for use as VIPs, as well as a list
of private interconnects that are connecting successfully on all nodes.

Identifying Software Requirements

Depending on the products that you intend to install, verify that the following
software is installed on the system. To check these requirements refer to the section
"Checking the Software Requirements" on page 2-27, following this section.

Note: Oracle Universal Installer performs checks on your system
to verify that it meets the listed requirements. To ensure that these
checks pass, verify the requirements before you start Oracle
Universal Installer.

The following is the list of supported Linux versions and requirements at the time of
release:

= Software Requirements List for x86 (32-bit) Platforms
= Software Requirements List for x86 (64-bit) Platforms

Software Requirements List for x86 (32-bit) Platforms

Table 2-1 Linux x86 (32-bit) System Requirements

ltem Requirement

Operating system x86 = Red Hat Enterprise Linux AS/ES 3 (Update 3 or later)
= Red Hat Enterprise Linux AS/AS 4 (Update 1 or later)
= SUSE Linux Enterprise Server 9 (Service Pack 2 or later)

Kernel version The system must be running the following kernel version (or a
later version):

Red Hat Enterprise Linux 3 (Update 2):
2.4.21-15.EL

Red Hat Enterprise Linux 4 (Update 1):
2.6.9-11.EL

SUSE Linux Enterprise Server 9 (Service Pack 2):
2.6.5-7.97
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Table 2-1 (Cont.) Linux x86 (32-bit) System Requirements

Item

Requirement

Red Hat Enterprise Linux 3
(Update 2) Packages

Red Hat Enterprise Linux 4
(Update 1) Packages

SUSE Linux Enterprise
Server 9 (Service Pack 2)
Packages

PL/SQL native compilation,
Pro*C/C++,

Oracle Call Interface,

Oracle C++ Call Interface,
Oracle XML Developer’s Kit
(XDK)

Oracle JDBC/OCI Drivers

The following packages (or later versions) must be installed:

binutils-2.14
compat-db-4.0.14-5
compat-gcc-7.3-2.96.128
compat-gcc-c++-7.3-2.96.128
compat-libstdc++-7.3-2.96.128
compat-libstdc++-devel-7.3-2.96.128
gcc-3.2

glibc-2.3.2-95.27

make-3.79

openmotif-2.2.3

setarch-1.3-1

The following packages (or later versions) must be installed:

binutils-2.15.92.0.2-10.EL4
compat-db-4.1.25-9
control-center-2.8.0-12
gcc-3.4.3-9.EL4
gcc-c++-3.4.3-9.EL4
glibc-2.3.4-2
glibc-common-2.3.4-2
gnome-1libs-1.4.1.2.90-44.1
libstdc++-3.4.3-9.EL4
libstdc++-devel-3.4.3-9.EL4
make-3.80-5

pdksh-5.2.14-30
sysstat-5.0.5-1
xscreensaver-4.18-5.rheld .2

Note:

= openmotif21-2.1.30-11.RHEL4.?2 is required to install
Oracle demos.

4
2

s GNU Compiler Collection (GCC) 2.96 is not supported on
Red Hat Enterprise Linux 4.0.

gcc-3.3

gcc-c++-3.3.3-43
glibc-2.3.3-98.28
libaio-0.3.98-18
libaio-devel-0.3.98-18
make-3.80
openmotif-libs-2.2.2-519.1

The version of GNU C and C++ compilers listed previously for
your distribution is supported for use with these products.

On x86-64 systems, you can use the following optional JDK
version with the Oracle JDBC/OCI drivers; however, it is not
required for the installation:

» JDK 1.4.2_03 with the JNDI extension

http://www.sun.com/java
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Table 2-1 (Cont.) Linux x86 (32-bit) System Requirements

Item Requirement
Oracle Real Application For a cluster file system, use one of the following options:
Clusters

Red Hat 3: Oracle Cluster File System (OCFS)
= Version 1.0.11-1 or later
OCES requires the following kernel packages:

ocfs-support
ocfs-tools
ocfs-kernel_version

In the preceding list, the variable kernel_version represents
the kernel version of the operating system on which you are
installing OCFS.

Note: OCFS is required only if you want to use a cluster file
system for database file storage. If you want to use Automatic
Storage Management or raw devices for database file storage,
then you do not need to install OCFS.

Obtain OCFS kernel packages, installation instructions, and
additional information about OCFS from the following URL:

http://oss.oracle.com/projects/ocfs/

Red Hat 4: Oracle Cluster File System 2 (OCFS2)
s Version 1.0.1-1 or later

For information about Oracle Cluster File System version 2, refer
to the following Web site:

http://oss.oracle.com/projects/ocfs2/

SUSE 9: Oracle Cluster File System 2 (OCFS2)

s OCFS2 is bundled with SuSE Linux Enterprise Server 9,
Service Pack 2 or higher.

= If you are running SUSE 9,then ensure that you are
upgraded to the latest kernel (Service Pack 2 or higher), and
ensure that you have installed the packages ocfs2-tools
and ocfs2console.

Software Requirements List for x86 (64-bit) Platforms

Table 2-2 Linux x86 (64-bit) System Requirements

Item Requirement
Operating systems x86 = Red Hat Enterprise Linux AS/ES 3 (Update 4 or later)
(64-bit)

Red Hat Enterprise Linux AS/ES 4 (Update 1 or later)
= SUSE Linux Enterprise Server 9 (Service Pack 2 or later)
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Table 2-2 (Cont.) Linux x86 (64-bit) System Requirements

Item Requirement

Kernel version x86 The system must be running one of the following kernel
versions (or a later version):

Red Hat Enterprise Linux 3 (Update 4):
2.4.21-27 EL

Note: This is the default kernel version.

Red Hat Enterprise Linux 4 (Update 1):
2.6.9-11.EL

SUSE Linux Enterprise Server 9 (Service Pack 2):
2.6.5-7.201

Red Hat Enterprise Linux 3  The following packages (or later versions) must be installed:
(Update 4) Packages nake-3.79.1-17

compat-db 4.0.14-5.1
control-center-2.2.0.1-13
gcc-3.2.3-47

gcc-c++-3.2.3-47
gdb-6.1post-1.20040607.52
glibc-2.3.2-95.30
glibc-common-2.3.2-95.30
glibc-devel-2.3.2-95.30
glibc-devel-2.3.2-95.20 (32 bit)
compat-db-4.0.14-5
compat-gcc-7.3-2.96.128
compat-gcc-c++-7.3-2.96.128
compat-libstdc++-7.3-2.96.128
compat-libstdc++-devel-7.3-2.96.128
gnome-1ibs-1.4.1.2.90-34.2 (32 bit)
libstdc++-3.2.3-47
libstdc++-devel-3.2.3-47
openmotif-2.2.3-3.RHEL3
sysstat-5.0.5-5.rhel3
setarch-1.3-1

libaio-0.3.96-3
libaio-devel-0.3.96-3

Note: XDK is not supported with gcc on Red Hat Enterprise
Linux 3.

Red Hat Enterprise Linux 4 The following packages (or later versions) must be installed:
(Update 1):Packages binutils-2.15.92.0.2-10.EL4

compat-db-4.1.25-9
control-center-2.8.0-12
gcc-3.4.3-9.EL4
gcc-c++-3.4.3-9.EL4
glibc-2.3.4-2
glibc-common-2.3.4-2
gnome-1libs-1.4.1.2.90-44.1
libstdc++-3.4.3-9.EL4
libstdc++-devel-3.4.3-9.EL4
make-3.80-5

pdksh-5.2.14-30
sysstat-5.0.5-1
xscreensaver-4.18-5.rheld .2

4
2

Note: XDK is not supported with gcc on Red Hat Enterprise
Linux 4.
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Table 2-2 (Cont.) Linux x86 (64-bit) System Requirements

Item

Requirement

SUSE Linux Enterprise
Server 9 Packages

PL/SQL native compilation,
Pro*C/C++,

Oracle Call Interface,

Oracle C++ Call Interface,
Oracle XML Developer’s
Kit (XDK)

Oracle JDBC/OCI Drivers

The following packages (or later versions) must be installed:

binutils-2.15.90.0.1.1-32.5
gcc-3.3.3-43.24
gcc-c++-3.3.3-43.24
glibc-2.3.3-98.28
gnome-1libs-1.4.1.7-671.1
libstdc++-3.3.3-43.24
libstdc++-devel-3.3.3-43.24
make-3.80-184.1
pdksh-5.2.14-780.1
sysstat-5.0.1-35.1
xscreensaver-4.16-2.6

Intel C++ Compiler 8.1 or later and the version of GNU C and
C++ compilers listed previously for the distribution are
supported for use with these products.

Note: Intel C++ Compiler v8.1 or later is supported. However, it
is not required for installation.

On Red Hat Enterprise Linux 3, Oracle C++ Call Interface
(OCCI) is supported with version 2.2 of the GNU C++ compiler.
This is the default compiler version. OCCI is also supported
with Intel Compiler v8.1 with gec 3.2.3 standard template
libraries.

On Red Hat Enterprise Linux 4.0, OCCI does not support GCC
3.4.3. To use OCCI on Red Hat Enterprise Linux 4.0, you need to
install GCC 3.2.3.

Oracle XML Developer’s Kit is not supported with GCC on Red
Hat Linux 4.0. It is supported only with Intel C++ Compiler
(ICQo).

You can use the following optional JDK versions with the Oracle
JDBC/OCI drivers; however, they are not required for the
installation:

= Sun]JDK 1.5.0 (64-bit)
= Sun]JDK 1.5.0 (32-bit)
= Sun]JDK 1.4.2_09 (32-bit)
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Table 2-2 (Cont.) Linux x86 (64-bit) System Requirements

Item

Requirement

Oracle Real Application
Clusters

For a cluster file system, use one of the following options:
Red Hat 3: Oracle Cluster File System (OCFS)

= Version 1.0.13-1 or later

OCES requires the following kernel packages:

ocfs-support
ocfs-tools
ocfs-kernel_version

In the preceding list, the variable kernel_version represents
the kernel version of the operating system on which you are
installing OCFS.

Note: OCFS is required only if you want to use a cluster file
system for database file storage. If you want to use Automatic
Storage Management or raw devices for database file storage,
then you do not need to install OCFS.

Obtain OCFS kernel packages, installation instructions, and
additional information about OCFS from the following URL:

http://oss.oracle.com/projects/ocfs/

Red Hat 4: Oracle Cluster File System 2 (OCFS2)
= Version 1.0.1-1 or later

For information about Oracle Cluster File System version 2, refer
to the following Web site:

http://oss.oracle.com/projects/ocfs2/

SUSE 9: Oracle Cluster File System 2 (OCFS2)

s OCFS2 is bundled with SuSE Linux Enterprise Server 9,
Service Pack 2 or higher.

= If you are running SUSE9, ensure that you are upgraded to
the latest kernel (Service Pack 2 or higher), and ensure that
you have installed the packages ocfs2-tools and
ocfs2console.

Checking the Software Requirements

To ensure that the system meets these requirements, follow these steps:

1. To determine which distribution and version of Linux is installed, enter the

following command:

# cat /proc/version

Note: Only the distributions and versions listed in the previous
table are supported. Installation on other distributions of Linux are

not supported.

2. To determine whether the required kernel errata is installed, use the following
procedure for your Linux distribution:

Red Hat Enterprise Linux systems
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Enter the following command:

# uname -r
2.4.21-27.EL

In this example, the output shows the kernel version (2.4 .27) and errata level
(27 . EL) on the system, which is an appropriate value for Red Hat Linux
Enterprise Linux 3.0.

Review the required errata level for your distribution. If the errata level is
previous to the required minimum errata update, then install the latest kernel
update. Kernel updates are available from Red Hat.

SUSE Linux Enterprise Server Systems

To determine whether the required kernel is installed on SUSE Linux Enterprise
Server systems, enter the following command:

# uname -r
2.6.5-7.201

In this example, the output shows the kernel version (2.6.5-7.201) on the system,
which is correct for SUSE Linux Enterprise Server 9. If the kernel version is less
than the required minimum update for your SUSE distribution, then contact SUSE
for information about obtaining and installing the kernel updates.

3. To determine whether the required packages are installed, enter commands similar
to the following;:

# rpm -g package name
If a package is not installed, then install it from your Linux distribution media or
download the required package version from your Linux vendor’s Web site.

4. To determine whether OCFS is installed, enter the following command:
# rpm -ga | grep ocfs
If you want to install the Oracle Database files on an OCFS file system and the
packages are not installed, then download them from the following Web site.

Follow the instructions listed with the kit to install the packages and configure the
file system:

http://oss.oracle.com/projects/ocfs/

5. To use Hugepages, or to accommodate the very large memory (VLM) window size
on Red Hat Enterprise Linux 4, you must increase the default maximum size of the
per-process locked memory. To increase the per-process max locked memory limit,
add the following lines to the /etc/security/limits.conf file, where oracle is the
user that administers the database:

oracle soft memlock 3145728
oracle hard memlock 3145728
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Configuring Kernel Parameters

Note: The kernel parameter and shell limit values shown in the
following section are recommended values only. For production
database systems, Oracle recommends that you tune these values to
optimize the performance of the system. Refer to your operating
system documentation for more information about tuning kernel
parameters.

Verify that the kernel parameters shown in the following table are set to values greater
than or equal to the recommended value shown. The procedure following the table
describes how to verify and set the values.

On all cluster nodes, verify that the kernel parameters shown in the following table are
set to values greater than or equal to the recommended value shown. The procedure
following the table describes how to verify and set the values.

Parameter Value File
semmsl 250 /proc/sys/kernel/sem
semmns 32000
semopm 100
semmni 128
shmmax Half the size of /proc/sys/kernel/shmmax
physical
memory (in
bytes)
shmmni 4096 /proc/sys/kernel/shmmni
shmall 2097152 /proc/sys/kernel/shmall
file-max 65536 /proc/sys/fs/file-max

ip_local_port_range Minimum: 1024 /proc/sys/net/ipv4/ip_local_port_range

Maximum:

65000
net.core.rmem_default 262144 /proc/sys/net/core/rmem_default
net.core.rmem_max 262144 /proc/sys/net/core/rmem_max
net.core.wmem_ 262144 /proc/sys/net/core/wmem_default
default
net.core.wmem_max 262144 /proc/sys/net/core/wmem_max

Note: If the current value for any parameter is greater than the
value listed in this table, then do not change the value of that
parameter.

To view the current value specified for these kernel parameters, and to change them if
necessary, follow these steps:

1. Enter the commands shown in the following table to view the current values of the
kernel parameters:
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Note: Make a note of the current values and identify any values
that you must change.

Parameter Command

semmsl, semmns, # /sbin/sysctl -a | grep sem

semopm, and semmni This command displays the value of the semaphore parameters

in the order listed.

shmall, shmmax, and # /sbin/sysctl -a | grep shm

shmmni

file-max # /sbin/sysctl -a | grep file-max
ip_local_port_range # /sbin/sysctl -a | grep ip_local_port_range

This command displays a range of port numbers.

rmem_default, rmem_ # /sbin/sysctl -a | grep net.core
max, wmem_default,
and wmem_max

2. If the value of any kernel parameter is different from the recommended value,
then complete the following process:

Using any text editor, create or edit the /etc/sysctl.conf file, and add or edit
lines similar to the following:

Note: Include lines only for the kernel parameter values that you
want to change. For the semaphore parameters (kernel. sem), you
must specify all four values. However, if any of the current system
parameter values are greater than the recommended values, then
keep using the larger values.

kernel.shmall 2097152

kernel.shmmax = 2147483648

kernel.shmmni = 4096

kernel.sem = 250 32000 100 128
fs.file-max = 65536
net.ipv4d.ip_local_port_range = 1024 65000
net.core.rmem _default = 262144
net.core.rmem _max = 262144
net.core.wmem_default = 262144
net.core.wmem_max = 262144

By specifying the values in the /etc/sysctl.conf file, they persist when you
restart the system.

On Red Hat systems, to have these changes take effect immediately so that you do
not have to restart the system, enter the following command:

/sbin/sysctl -p

3. Repeat steps 1 and 2 on all other nodes in the cluster.

On SUSE systems only, enter the following command to cause the system to read
the /etc/sysctl.conf file when it restarts:

# /sbin/chkconfig boot.sysctl on
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Setting Shell Limits for the oracle User

To improve the performance of the software on Linux systems, you must increase the
following shell limits for the oracle user:

Shell Limit Item in limits.conf  Hard Limit
Maximum number of open file descriptors nofile 65536
Maximum number of processes available to a single nproc 16384

user

To increase the shell limits:

1. Add the following lines to the /etc/security/limits.conf file:

oracle soft nproc 2047
oracle hard nproc 16384
oracle soft nofile 1024
oracle hard nofile 65536

2. Add or edit the following line in the /etc/pam.d/login file, if it does not
already exist:

session required /lib/security/pam_limits.so

3. Depending on the oracle user's default shell, make the following changes to the
default shell startup file:

= For the Bourne, Bash, or Korn shell, add the following lines to the
/etc/profile file (or the file on SUSE systems)/etc/profile.local:

if [ SUSER = "oracle" ]; then
if [ S$SHELL = "/bin/ksh" ]; then
ulimit -p 16384
ulimit -n 65536
else
ulimit -u 16384 -n 65536
fi
fi

»  For the C shell (csh or tcsh), add the following lines to the
/etc/csh. login file (or the file on SUSE
systems)/etc/csh.login. local:

if ( $USER == "oracle" ) then
limit maxproc 16384
limit descriptors 65536
endif

4. Repeat this procedure on all other nodes in the cluster.

Refer to the "Identifying Required Software Directories" section to continue.

Checking the Hardware and Operating System Setup with CVU

As the oracle user, use the following command syntax to start Cluster Verification
Utility (CVU) stage verification to check hardware and operating system setup:

/mountpoint/crs/Diskl/cluvfy/runcluvfy.sh stage -post hwos -n node_list [-verbose]
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In the preceding syntax example, replace the variable node_1ist with the names of
the nodes in your cluster, separated by commas. For example, to check the hardware
and operating system of a two-node cluster with nodes nodel and node2, with the
mountpoint /dev/dvdrom/ and with the option to limit the output to the test results,
enter the following command:

/dev/dvdrom/crs/Diskl/cluvfy/runcluvfy.sh stage -post hwos -n nodel,node2

Select the option -verbose to receive detailed reports of the test results, and progress
updates about the system checks performed by Cluster Verification Utility.

Checking the Operating System Requirements Setup with CVU

As the oracle user, use the following command syntax to check if your system meets
the operating system requirement pre-installation tasks:

/mountpoint/crs/Diskl/cluvfy/runcluvfy.sh comp sys -n node list -p {crs|database}
-osdba osdba_group -orainv orainv._group -verbose

In the preceding syntax example:

s The variable mountpoint is the mountpoint of the Oracle 10g Release 2 (10.2)
installation media

»  The variable node_11ist is the list of nodes in your cluster, separated by commas

»  The -p flag identifies either crs or database, and indicates that checks are
performed for Oracle Clusterware or Oracle Database system requirements

»  The variable osdba_group is the name of your OSDBA group, typically dba

»  The variable orainv._group is the name of your Oracle Inventory group,
typically oinstall

You can select the option -verbose to receive progress updates as the CVU performs
its system checks, and detailed reporting of the test results.

For example, to perform a system check for an Oracle Clusterware installation on a
two-node cluster with nodes nodel and node2, with the OSDBA dba and Oracle
inventory group oinstall, and with the media mountpoint /dev/dvdrom/, then
enter the following command:

/dev/dvdrom/crs/Diskl/cluvfy/runcluvfy.sh comp sys -n nodel,node2 -p crs -osdba
crs -orainv oinstall

Identifying Required Software Directories

You must identify or create the following directories for the Oracle software, as
follows:

s Oracle Base Directory

s Oracle Inventory Directory

s Oracle Clusterware Home Directory
s Oracle Home Directory

The following subsections describe the requirements for these directories.
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Oracle Base Directory

The Oracle base directory acts as a top-level directory for Oracle software installations.
Optimal Flexible Architecture (OFA) guidelines recommend that you use a path
similar to the following for the Oracle base directory:

/mount_point/app/oracle_sw_owner

In this example:

s mount_point is the mount point directory for the file system that will contain the
Oracle software.

The examples in this guide use /u01 for the mount point directory. However, you
could choose another mount point directory, /oracle or /opt/oracle for
example.

s oracle_sw_owner is the operating system user name of the Oracle software
owner, for example oracle.

You can use the same Oracle base directory for more than one installation or you can
create separate Oracle base directories for different installations. If different operating
system users install Oracle software on the same system, then each user must create a
separate Oracle base directory. The following example Oracle base directories could all
exist on the same system:

/u0l/app/oracle
/u0l/app/orauser
/opt/oracle/app/oracle

The following sections describe how to identify existing Oracle base directories that
might be suitable for your installation and how to create an Oracle base directory if
necessary.

Regardless of whether you create an Oracle base directory or decide to use an existing
one, you must set the ORACLE_BASE environment variable to specify the full path to
the Oracle base directory.

Note: The Oracle base directory can be on a local file system or on
an NFS file system on a certified NAS device. Do not create the
Oracle base directory on an OCEFS version 1 file system.

Oracle Inventory Directory

The Oracle Inventory directory (oraInventory) stores an inventory of all software
installed on the system. It is required by, and shared by, all Oracle software
installations on a single system. The first time you install Oracle software on a system,
Oracle Universal Installer prompts you to specify the path to this directory. If you are
installing the software on a local file system, then Oracle recommends that you choose
the following path:

oracle base/oralInventory
If the Oracle base directory is on a cluster file system, or on an NFS file system on an
NAS device, then you must specify a path for the Oracle Inventory directory on a local

file system. The Oracle base directory must be on a local file system to enable all of the
nodes to have separate inventories.

Oracle Universal Installer creates the directory that you specify, and sets the correct
owner, group, and permissions for it. You do not need to create it.
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Note: All Oracle software installations rely on the Oracle base
directory. Make sure that you back it up regularly.

Do not delete the Oracle base directory unless you have completely
removed all Oracle software from the system.

Oracle Clusterware Home Directory

The Oracle Clusterware home directory is the directory where you choose to install the
software for Oracle Clusterware. You must install Oracle Clusterware in a separate
home directory. When you run Oracle Universal Installer, it prompts you to specify the
path to this directory, as well as a name that identifies it. Oracle recommends that you
specify a path similar to the following for the Oracle Clusterware home directory:

/ull/app/oracle/product/crs

Note: Because you must change the permissions of all of the parent
directories of the Oracle Clusterware home directory after installing
the software to grant write access only to the root user, the Oracle
Clusterware home directory must not be a subdirectory of the Oracle
base directory.

Oracle Home Directory

The Oracle home directory is the directory where you choose to install the software for
a particular Oracle product. You must install different Oracle products, or different
releases of the same Oracle product, in separate Oracle home directories. When you
run Oracle Universal Installer, it prompts you to specify the path to this directory, as
well as a name that identifies it. The directory that you specify must be a subdirectory
of the Oracle base directory. Oracle recommends that you specify a path similar to the
following for the Oracle home directory:

oracle base/product/10.2.0/db_1
Oracle Universal Installer creates the directory path that you specify under the Oracle

base directory. It also sets the correct owner, group, and permissions on it. You do not
need to create this directory.

Caution: During the installation, you must not specify an existing
directory that has predefined permissions applied to it as the Oracle
home directory. If you do, then you may experience installation failure
due to file and group ownership permission errors.

Identifying or Creating an Oracle Base Directory

Before starting the installation, you must either identify an existing Oracle base
directory or if required, create one. This section contains information about the
following:

= Identifying an Existing Oracle Base Directory

s Creating an Oracle Base Directory
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Note: You can choose to create an Oracle base directory, even if
other Oracle base directories exist on the system.

Identifying an Existing Oracle Base Directory

Existing Oracle base directories might not have paths that comply with OFA
guidelines. However, if you identify an existing Oracle Inventory directory or existing
Oracle home directories, you can usually identify the Oracle base directories, as
follows:

» Identifying an existing Oracle Inventory directory

Enter the following command on all nodes in the cluster to view the contents of
the oraInst. loc file:

# more /etc/oralnst.loc

If the oraInst. loc file exists, then the output from this command is similar to
the following:

inventory_loc=/ull/app/oracle/oralnventory
inst_group=oinstall

The inventory_loc parameter identifies the Oracle Inventory directory
(oraInventory) on that system. The parent directory of the oraInventory
directory is typically an Oracle base directory. In the previous example,
/u01/app/oracle is an Oracle base directory.

= Identifying existing Oracle home directories

Enter the following command on all nodes in the cluster to view the contents of
the oratab file:

# more /etc/oratab

If the oratab file exists, then it contains lines similar to the following:

*:/u03/app/oracle/product/10.2.0/db_1:N
*:/opt/orauser/infra_904:N
*:/oracle/9.2.0:N

The directory paths specified on each line identify Oracle home directories.
Directory paths that end with the user name of the Oracle software owner that you
want to use are valid choices for an Oracle base directory. If you intend to use the
oracle user to install the software, then you could choose one of the following
directories from the previous example:

/u03/app/oracle
/oracle

Note: If possible, choose a directory path similar to the first
(/u03/app/oracle). This path complies with the OFA guidelines.

Before deciding to use an existing Oracle base directory for this installation, make sure
that it satisfies the following conditions:

= It should not be on the same file system as the operating system.

» It must have an identical path on all nodes in the cluster, or it must be an NFS file
system on a certified NAS device.
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If you are not using an NFS file system, then create identical Oracle base
directories on the other nodes.

s It must have at least 1.5 GB free disk space on all the nodes in the cluster

To determine the free disk space on the file system where the Oracle base directory
is located, enter the following command:

# df -h oracle base_path

When you are configuring the oracle user’s environment in the section "Creating
the Oracle Clusterware Home Directory” on page 2-37, set the ORACLE_BASE
environment variable to specify the directory you choose.

If an Oracle base directory does not exist on the system, or if you want to create an
Oracle base directory, then refer to the following section.

Creating an Oracle Base Directory

Before you create an Oracle base directory, you must identify an appropriate file
system. The Oracle base directory requires at least 1.5 GB of free disk space.

To identify an appropriate file system, follow these steps:

1. Usethedf -h command to determine the free disk space on each mounted file
system.

2. From the display, identify a file system that has appropriate free space.

Note: The Oracle base directory can be on a local file system or on
an NFS file system on a certified NAS device. Do not create the
Oracle base directory on an OCFS version 1 file system.

The path to the Oracle base directory must be the same on all nodes.
3. Note the name of the mount point directory for the file system that you identified.

To create the Oracle base directory and specify the correct owner, group, and
permissions for it, follow these steps:

1. Enter commands similar to the following to create the recommended
subdirectories in the mount point directory that you identified, and to set the
appropriate owner, group, and permissions on them:

# mkdir -p /mount_point/app/oracle_sw_owner
# chown -R oracle:oinstall /mount_point/app/oracle sw_owner
# chmod -R 775 /mount_point/app/oracle_sw_owner

For example, if the mount point you identify is /u01, and oracle is the user
name of the Oracle software owner, then the recommended Oracle base directory
path is as follows:

/ul0l/app/oracle

2, If necessary, repeat the commands listed in the previous step to create the same
directory on the other nodes in the cluster.

3. When you configure the oracle user’s environment later in this chapter, set the
ORACLE_BASE environment variable to specify the Oracle base directory you
have created in this task.
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Creating the Oracle Clusterware Home Directory

Oracle Universal Installer (OUI) creates the Oracle Clusterware home directory for
you. Ensure before you start the installation that you provide sufficient disk space on a
file system for the Oracle Clusterware directory, and the parent directory of the Oracle
Clusterware directory space is writable by the oracle user.

To identify an appropriate file system, follow these steps:

1.

3.

Use the df -h command to determine the free disk space on each mounted file
system.

From the display, identify a file system that has at least 120 MB of free disk space.

If you are using the same file system for the Oracle base directory, then this 120
MB of disk space is additional to the free disk space requirement that you
identified previously.

Note: The file system can be a local file system or an NFS file
system on a certified NAS device. Do not create the Oracle
Clusterware home directory on an OCFS file system.

The path to the Oracle Clusterware home directory must be the same on all nodes.

Note the name of the mount point directory for the file system that you identified.

To create the Oracle Clusterware home directory and specify the correct owner, group,
and permissions for it, follow these steps:

1.

Enter commands similar to the following to create the recommended
subdirectories in the mount point directory that you identified and set the
appropriate owner, group, and permissions on them:

# mkdir -p /mount_point/crs/oracle_sw_owner/product/10/app
# chown -R root:oinstall /mount_point/crs
# chmod -R 775 /mount_point/crs/oracle_sw_owner

If the mount point you identified is /u01, then the recommended Oracle
Clusterware home directory path is as follows:

/u0l/crs/oracle/product/10/crs

Note: After installation, you should change permissions so that only
the root user can write to the Oracle Clusterware home directory.

If necessary, repeat the commands listed in the previous step to create the same
directory on the other nodes in the cluster.

Enter commands similar to the following to set the ORACLE_BASE and
ORACLE_HOME environment variable in preparation for the Oracle Clusterware
installation:

m  Bourne, Bash, or Korn shell:

$ ORACLE_BASE=/ull/app/oracle

$ ORACLE_HOME=/u0l/crs/oracle/product/10/app
$ export ORACLE_BASE

$ export ORACLE_HOME
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s Cshell:
% setenv ORACLE_BASE /u0l/app/oracle
% setenv ORACLE_HOME /u0l/crs/oracle/product/10/app
4. Enter the following commands to ensure that the TNS_ADMIN environment
variable is not set:

s Bourne, Bash, or Korn shell:

S unset TNS_ADMIN

s Cshell:
% unsetenv TNS_ADMIN
5. To verify that the environment has been set correctly, enter the following
commands:
$ umask

$ env | more

Verify that the umask command displays a value of 22, 022, or 0022 and the
environment variables that you set in this section have the correct values.

Checking the Configuration of the Hangcheck-timer Module

Before installing Oracle Real Application Clusters on Linux systems, verify that the
hangcheck-timer module (hangcheck-timer) is loaded and configured correctly.
hangcheck-timer monitors the Linux kernel for extended operating system hangs
that could affect the reliability of a RAC node and cause a database corruption. If a
hang occurs, then the module restarts the node in seconds.

You can use the hangcheck_tick and hangcheck_margin parameters to control
the behavior of the module, as follows:

s The hangcheck_tick parameter defines how often, in seconds, the
hangcheck-timer checks the node for hangs. The default value is 60 seconds.

s The hangcheck_margin parameter defines how long the timer waits, in seconds,
for a response from the kernel. The default value is 180 seconds.

If the kernel fails to respond within the sum of the hangcheck_tick and
hangcheck_margin parameter values, the hangcheck-timer module restarts the
system. Using the default values, the node would be restarted if the kernel fails to
respond within 240 seconds.

To verify that the hangcheck-timer module is running on every node:

1. Enter the following command on each node to determine which kernel modules
are loaded:

# /sbin/lsmod

2. If the hangcheck-timer module is not listed for any node, enter a command
similar to the following to start the module on that node:
# /sbin/insmod hangcheck-timer hangcheck_tick=30 hangcheck_margin=180

3. To ensure that the module is loaded every time the system restarts, verify that the

local system startup file contains the command shown in the previous step, or add
it if necessary:
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s Red Hat:

On Red Hat Enterprise Linux systems, add the command to the
/etc/rc.d/rc.local file.

s SUSE:
On SUSE systems, add the command to the /etc/init.d/boot.local file.

Stopping Existing Oracle Processes for Upgrades or Co-existing

Databases

Table 2-3 provides an overview of what you need to do if you have an existing Oracle
database on the system where you plan to install Oracle Database 10g Release 2 (10.2).
Review the table, and perform tasks as required.

See Also: Oracle Database Upgrade Guide for additional information
about preparing for and performing upgrades.

Table 2-3 Overview of System Preparation for Upgrades or Co-existing Databases

Installation Scenario What you need to do
Upgrading from Oracle No additional tasks. Refer to Installing Oracle 10g Release 2 on a
Database 10g Release 1 System with Oracle 10g Release 1 on page 2-40

(10.1) to 10g Release 2 (10.2)

installing Oracle Database =~ No additional tasks. Refer to Installing Oracle 10g Release 2 on a
10g Release 2 (10.2) on a System with Oracle 10g Release 1 on page 2-40

system to co-exist with

Oracle Database 10g Release

1(10.1)

Upgrading from Oracle9i Shut down the Global Service Daemon, and shut down a default
Release 9.2 to Oracle listener on port 1521, if present. Refer to Installing Oracle 10g
Database 10g Release 2 Release 2 on a System with Oracle9i Release 2 on page 2-40
(10.2)

Installing Oracle Database Shut down a default listener on port 1521, if present, and shut
10g Release 2 (10.2) on a down the Global Service Daemon. Refer to Installing Oracle 10g
system to co-exist with Release 2 on a System with Oracle9i Release 2 on page 2-40
Oracle9i Release 9.2

Installing Oracle 10g Release 2 on a System with Oracle 10g Release 1

If your system has an Oracle Database Release 10g Release 10. 1 installation, and you
install an Oracle Database 10g Release 2 (10.2) either to coexist with or to upgrade the
10.1, then most installation types configure and start a default Oracle Net listener
using TCP/IP port 1521 and the IPC key value EXTPROC. One of the following
occurs:

s During a co-existing installation, Database Configuration Assistant (DBCA)
automatically migrates the listener and related files from the 10.1 Oracle home to
the 10.2 Oracle home.

s During an upgrade, Oracle Database Upgrade Assistant (DBUA) automatically
locates the Oracle 10g release 1 (10.1) listener, and migrates it to Oracle 10g release
2.

Proceed to Chapter 3.
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Installing Oracle 10g Release 2 on a System with Oracle9/ Release 2
This section provides instructions for preparing

Explanation of Tasks If you are installing an Oracle Database 10g Release 2 (10.2) on
a system with an existing Oracle9i Release 2 (9.2) database, and the Oracle Net listener
process is using the same port or key value as the default used with the Oracle 10g
Release 2 (10.2) installation, port 1521, then Oracle Universal Installer can only
configure the new listener; it cannot start it. To ensure that the new listener process
starts during the installation, you must shut down any existing listeners before
starting Oracle Universal Installer. To do this, refer to "Shutting Down the Listener" on
page 2-40

You must shut down the Global Services Daemon (GSD), because otherwise, during
10¢ Release 2 (10.2) installation, the Oracle9i Release 9.2 SRVM shared data is
upgraded into an Oracle Cluster Registry that the 9.2 GSD will not be able to use. The
10.2 Oracle Clusterware installation starts a 10¢ Release 2 (10.2) GSD to serve the
Oracle9i 9.2 clients. To do this, refer to "Shutting down the Global Services Daemon"
on page 2-41

Shutting Down the Listener To determine whether an existing Oracle9i listener
process is running and to shut it down if necessary, follow these steps:
1. Switch user to oracle:
# su - oracle
2. Enter the following command to determine whether an Oracle9i listener process is

running and to identify its name and the Oracle home directory in which it is
installed:

$ ps -ef | grep tnslsnr
This command displays information about the Oracle Net listeners running on the
system:

. oracle_homel/bin/tnslsnr LISTENER -inherit

In this example, oracle_homel is the Oracle home directory where the listener is
installed and LISTENER is the listener name.

Note: If no Oracle Net listeners are running, then proceed to
Chapter 3.

3. Set the ORACLE_HOME environment variable to specify the appropriate Oracle
home directory for the listener:

m Bourne, Bash, or Korn shell:

$ ORACLE_HOME=oracle_homel
$ export ORACLE_HOME

s Cor tesh shell:

% setenv ORACLE_HOME oracle_homel

4. Enter the following command to identify the TCP/IP port number and IPC key
value that the listener is using:

$ SORACLE_HOME/bin/lsnrctl status listenername
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Note: If the listener uses the default name LISTENER, then you do
not have to specify the listener name in this command.

5. Enter a command similar to the following to stop the listener process:
$ SORACLE_HOME/bin/lsnrctl stop listenername

6. Repeat this procedure to stop all listeners running on this system and on all other
nodes in the cluster.

Shutting down the Global Services Daemon As the oracle user, on each node of
the cluster, use the following syntax to shut down the GSD:

S cd 92 _Oracle_home
$ bin/gsdctl stop

In the preceding syntax example, the variable 92_Oracle_home is the Oracle9i Release
2 (9.2) database home.
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Configuring Oracle Clusterware and Oracle

Database Storage

This chapter describes the storage configuration tasks that you must complete before
you start Oracle Universal Installer. It includes information about the following tasks:

Reviewing Storage Options for Oracle Clusterware, Database, and Recovery Files

Configuring Storage for Oracle Clusterware Files on a Supported Shared File
System

Configuring Storage for Oracle Clusterware Files on Raw Devices
Choosing a Storage Option for Oracle Database Files
Configuring Disks for Automatic Storage Management

Configuring Database File Storage on Raw Devices

Reviewing Storage Options for Oracle Clusterware, Database, and

Recovery Files

This section describes supported options for storing Oracle Clusterware files, Oracle
Database files, and data files. It includes the following sections:

Overview of Storage Options

Checking for Available Shared Storage with CVU

Overview of Storage Options

Use the information in this overview to help you select your storage option.

Overview of Oracle Clusterware Storage Options
There are two ways of storing Oracle Clusterware files:

A supported shared file system: Supported file systems include the following:

— Oracle Cluster File System (OCFS): A cluster file system Oracle provides for
the Linux community

— Oracle Cluster File System 2 (OCFS2): A cluster file system Oracle provides
for the Linux community, which allows shared Oracle homes

- Network File System (NFS): A file-level protocol that enables access and
sharing of files
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= Raw partitions: Raw partitions are disk partitions that are not mounted and
written to using the Linux file system, but instead are accessed directly by the
application.

Overview of Oracle Database and Recovery File Options
There are three ways of storing Oracle Database and recovery files:

= Automatic Storage Management: Automatic Storage Management (ASM) is an
integrated, high-performance database file system and disk manager for Oracle
Database files.

= A supported shared file system: Supported file systems include the following:

— Oracle Cluster File System 1 and 2 (OCFS and OCFS2): Note that if you
intend to use OCFS or OCFS2 for your data files, then you should create
partitions large enough for the database files when you create partitions for
Oracle Clusterware. If you intend to store Oracle Clusterware files on OCFS,
then you must ensure that OCFS volume sizes are at least 500 MB each.

— OSCP-Certified NAS Network File System (NFS): Note that if you intend to
use NFS for your data files, then you should create partitions large enough for
the database files when you create partitions for Oracle Clusterware.

= Raw partitions (database files only): A raw partition is required for each database
file.

See Also: For information about certified compatible storage
options, refer to the Oracle Storage Compatibility Program (OSCP)
Web site, which is at the following URL:

http://www.oracle.com/technology/deploy/availability
/htdocs/oscp.html

General Storage Considerations

For all installations, you must choose the storage option that you want to use for
Oracle Clusterware files and Oracle Database files. If you want to enable automated
backups during the installation, then you must also choose the storage option that you
want to use for recovery files (the flash recovery area). You do not have to use the
same storage option for each file type.

For single-instance Oracle Database installations using Oracle Clusterware for failover,
you must use OCFS, ASM, or shared raw disks if you do not want the failover
processing to include dismounting and remounting disks.

The following table shows the storage options supported for storing Oracle
Clusterware files, Oracle Database files, and Oracle Database recovery files. Oracle
Database files include data files, control files, redo log files, the server parameter file,
and the password file. Oracle Clusterware files include the Oracle Cluster Registry
(OCR), a mirrored OCR file (optional), the Oracle Clusterware voting disk, and
additional voting disk files (optional).
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Note: For the most up-to-date information about supported storage
options for RAC installations, refer to the Certify pages on the
OracleMetaLink Web site:

http://metalink.oracle.com

For information about Oracle Cluster File System version 2, refer to
the following Web site:

http://oss.oracle.com/projects/ocfs2/

Table 3-1 Supported Storage Options for Oracle Clusterware, Database, and Recovery

Files

File Types Supported
Storage Option OCR and Oracle

Voting Disks Software Database Recovery
Automatic Storage Management No No Yes Yes
OCFS Yes No Yes Yes
OCFS2 Yes Yes Yes Yes
Local storage No Yes No No
NFS file system Yes Yes Yes Yes
Note: Requires a certified NAS device
Shared raw partitions Yes No Yes No

Use the following guidelines when choosing the storage options that you want to use
for each file type:

You can choose any combination of the supported storage options for each file
type provided that you satisfy all requirements listed for the chosen storage
options.

Oracle recommends that you choose Automatic Storage Management (ASM) as
the storage option for database and recovery files.

For Standard Edition RAC installations, ASM is the only supported storage option
for database or recovery files.

You cannot use ASM to store Oracle Clusterware files, because these files must be
accessible before any ASM instance starts.

If you intend to use ASM with RAC, and you are configuring a new ASM instance,
then your system must meet the following conditions:

— All nodes on the cluster have the release 2 (10.2) version of Oracle Clusterware
installed.

- Any existing ASM instance on any node in the cluster is shut down.

If you intend to upgrade an existing RAC database, or a RAC database with ASM
instances, then you must ensure that your system meets the following conditions:

- Oracle Universal Installer (OUI) and Database Configuration Assistant
(DBCA) are run on the node where the RAC database or RAC database with
ASM instance is located.
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- The RAC database or RAC database with an ASM instance is running on the
same nodes that you intend to make members of the new cluster installation.
For example, if you have an existing RAC database running on a three-node
cluster, then you must install the upgrade on all three nodes. You cannot
upgrade only 2 nodes of the cluster, removing the third instance in the
upgrade.

See Also: Oracle Database Upgrade Guide for information about how
to prepare for upgrading an existing database

= If you do not have a storage option that provides external file redundancy, then
you must configure at least three voting disk areas to provide voting disk
redundancy.

After You Have Selected Disk Storage Options

When you have determined your disk storage options, you must perform the
following tasks in the following order:

1: Check for available shared storage with CVU
Refer to Checking for Available Shared Storage with CVU on page 3-4.

2: Configure shared storage for Oracle Clusterware files

= To use a file system (NFS, OCFS, OCFS2) for Oracle Clusterware files, refer to
Configuring Storage for Oracle Clusterware Files on a Supported Shared File
System on page 3-5.
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